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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  ... 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ... 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  ... 
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Intel evolution, from:  
•  Larrabee (80-core GPU)       &   SCC 
 
 
 
 
 
to MIC: 
• Knights Ferry (pre-production, Stampede) 

• Knights Corner 
Xeon Phi co-processor up to 61 Pentium cores 

• Knights Landing & Knights Mill  
Xeon Phi full processor up to 36x dual-core Atom tiles 

 

Intel MIC: Many Integrated Core 

Single-chip  
Cloud  
Computer,  
24x  
dual-core tiles 
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Intel Knights Corner architecture 
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Intel: Many Integrated Core 
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The new Knights Landing architecture 
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Intel Knights Landing in 2016: 
Xeon Phi com 72 cores 

More details in a later set of slides... 
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Intel Knights Mill expected in 2018: 
similar to KNL, but... 
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Intel Knights Mill expected in 2018: 
similar to KNL, but... 
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Intel Knights Mill expected in 2018: 
similar to KNL, but... 
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Intel Knights Mill expected in 2018: 
similar to KNL, but... 
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Intel Knights Mill expected in 2018: 
similar to KNL, but... 
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PEZY-SC: Peta_Exa_Zetta_Yotta-SuperComputer: 
a 1024-core many-core processor chip 

Green500 list 
June’2016 

Top500 
Rank 

94 

486 

1 

440 

446 

122 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 

•  other many-core: ShenWei 260 
–  coprocessors (require a host scalar processor): accelerator devices 

•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 

•  ... 
–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 

•  ... 
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Sunway, or ShenWei, chip 
(Chinese:��)  

 

SW26010, 260 cores (in Sunway TaihuLight, #1 in TOP500 since June’16) 
•  4x management cores (MPE) + 4x computer clusters (CPE) 
•  each CPE: 4x 64-core 64-bit RISC processors 
•  each core: only cache L1 & w/ 256-bit vector instructions 
•  next generation: SW52010, with 8x MPE-cores and 8x 64-cores CPE meshes 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  other many-core: ShenWei 260 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ISA-free architectures, code compiled to silica: FPGA 
•  ... 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  ... 
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What is an FPGA 

Field-Programmable Gate Arrays (FPGA) 
A fabric with 1000s of simple configurable logic cells with LUTs,  
on-chip SRAM, configurable routing and I/O cells 
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FPGA as a multiple configurable ISA 
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FPGA as a computing accelerator 
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The Intel Programmable Acceleration Card 
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Faster integration of  
programmable acceleration cards at Intel 

https://www.slideshare.net/insideHPC/using-xeon-fpga-for-accelerating-hpc-workloads 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  other many-core: ShenWei 260 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ISA-free architectures, code compiled to silica: FPGA 
•  focus on SIMT/SIMD to hide memory latency: GPU-type approach 
•  … 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  … 
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Graphical Processing Units 
n  Question to GPU architects: 

n  Given the hardware invested to do graphics well,  
how can we supplement it to improve the performance 
of a wider range of applications? 

n  Key ideas: 
n  Heterogeneous execution model 

n  CPU is the host, GPU is the device 

n  Develop a C-like programming language for GPU 
n  Unify all forms of GPU parallelism as CUDA_threads 
n  Programming model follows SIMT: 
�Single Instruction Multiple Thread � 

G
raphical P

rocessing U
nits 
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# cores/processing elements 
in several devices  
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Key question: 
what is a core? 
 
a)  IU+FPU? 

GPU-type... 

b)  A SIMD 
processor? 
CPU-type.. 

 
This updated slide 
and in this course: 
 - b) 

Note: the web link 
with these plots was 
updated in Aug’16 
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Theoretical peak performance in 
several computing devices (DP) 
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Theoretical peak FP Op’s per clock cycle in 
several computing devices (DP) 
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NVIDIA GPU Architecture 

n  Similarities to vector machines: 
n  Works well with data-level parallel problems 
n  Scatter-gather transfers 
n  Mask registers 
n  Large register files 

n  Differences: 
n  No scalar processor 
n  Uses multithreading to hide memory latency 
n  Has many functional units, as opposed to a few 

deeply pipelined units like a vector processor 

G
raphical P

rocessing U
nits 
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Early NVidia GPU Computing Modules 

GT200: 

Tesla C870, May’07 

Tesla C1060, April’09 
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NVIDIA GPU Memory Structures 
n  Each SIMD Lane has private section of  

off-chip DRAM 
n  �Private memory��(Local Memory) 
n  Contains stack frame, spilling registers, and  

private variables 

n  Each multithreaded SIMD processor (SM)  
also has local memory (Shared Memory) 
n  Shared by SIMD lanes / threads within a block 

n  Memory shared by SIMD processors (SM) is 
GPU Memory, off-chip DRAM (Global Memory) 
n  Host can read and write GPU memory 

G
raphical P

rocessing U
nits 
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The NVidia Fermi architecture 

Fermi 
Multithreaded 

SIMD Processor 
(SM, Streaming  
Multiprocessor) 

Fermi Architecture: 
GF110: 512 CUDA-cores 

July’11 

Warp: a 32-wide 
SIMT instruction 
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Fermi Architecture Innovations 
n  Each SIMD processor has 

n  Two SIMD thread schedulers, two instruction dispatch units 
n  16 SIMD lanes (SIMD width=32, chime=2 cycles), 16 load-store 

units, 4 special function units 
n  Thus, two threads of SIMD  

instructions are scheduled  
every two clock cycles 

n  Fast double precision 
n  Caches for GPU memory (16/64KB_L1/SM and global 768KB_L2) 

n  64-bit addressing and unified address space 
n  Error correcting codes 
n  Faster context switching 
n  Faster atomic instructions 

G
raphical P

rocessing U
nits 
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Fermi: 
Multithreading and Memory Hierarchy 
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TOP500 list in November 2010: 
3 systems in the top4 use Fermi GPUs 
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Families in NVidia Tesla GPUs 
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From Fermi into Kepler: 
The Memory Hierarchy 
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From the GF110 to the 
GK110 Kepler Architecture 

Kepler:  
2880 CUDA-cores 

October’13 

Fermi:  
512 CUDA-cores 
July’11 
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From Fermi to Kepler core: 
SM and the SMX Architecture 

SM 

SMX: 
 192 CUDA-cores 

 
Ratio DPunit : SPunit  �> 1 : 3 
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From the GK110 to the 
GM200 Maxwell Architecture 

Maxwell:  
3072 CUDA-cores 

November’15 

Kepler:  
2880 CUDA-cores 
October’13 
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The move from Kepler to Maxwell : 
from 15 SMXs to 48 SMMs in 6 GPCs  

SMM: 128 CUDA-cores 
Ratio DPunit : SPunit  �> 1 : 32 
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From the M200 to the 
GP100 Pascal Architecture 

Pascal:  
3584 CUDA-cores 
HBM on-package 

September’16 

Maxwell:  
3072 CUDA-cores 
November’15 
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Pascal Architecture: 
6x GPCs, 60 SMs 

Pascal SM:  
64 CUDA-cores 

 
Ratio DPunit : SPunit �> 1 : 2 

Pascal P100 w/ 16GB HBM2 
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From the GP100 to the 
GV100 Volta Architecture 

Volta:  
5120 CUDA-cores 
HBM on-package 

June’17 

Pascal:  
3584 CUDA-cores 
November’15 
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Volta Architecture: 
6x GPCs, 80 SMs 

Volta SM:  
64 CUDA-cores 

New: 8 Tensor-cores 
 

Ratio DPunit : SPunit �> 1 : 2 

Volta V100 w/ 16GB HBM2 
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Tesla accelerators: 
recent evolution 

https://devblogs.nvidia.com/parallelforall/inside-volta/ 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  other many-core: ShenWei 260 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ISA-free architectures, code compiled to silica: FPGA 
•  focus on SIMT/SIMD to hide memory latency: GPU-type approach 
•  focus on tensor/neural nets cores: NVidia, IBM, Intel NNP, Google TPU 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  … 
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Machine learning w/ neural nets & deep learning... 

Key algorithms to train & classify use matrix products,  
          but require lower precision numbers! 
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NVidia Volta Architecture: 
the new Tensor Cores 
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For each SM: 
8x 64 FMA ops/cycle 

1k FLOPS/cycle! 
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NVidia competitors with neural net features: 
IBM TrueNorth chip array (August’2014) 

TrueNorth Chip: 
•  4096 neurosynaptic cores 
Each core: 
•  256 inputs (axons) 
•  256 outputs (neurons) 
•  RAM w/ data for each neuron 
•  router (any neuron to any axon) 
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NVidia competitors with neural net features: 
the IBM TrueNorth architecture 



AJProença, Advanced Architectures, MiEI, UMinho, 2017/18  50 

NVidia competitors with neural net features: 
Intel Nervana Neural Network Processor, NNP  

History 
• Nervana Engine announced in May’16 
• Key features: 

•  ASIC chip, focused on matrix multiplication,convolutions,... (for neural nets) 
• HBM2: 4x 8GB in-package storage & 1TB/sec memory access b/w 
•  no h/w managed cache hierarchy (saves die area, higher compute density) 
•  built-in networking (6 bi-directional high-b/w links) 
•  separate pipelines for computation and data management 
•  proprietary numeric format Flexpoint  

in-between floating point and fixed point precision 

• Nervana acquired by Intel in August 2016: 
•  renamed the project to “Lake Crest” 
•  later to Nervana NNP, launched in October’17 
•  Loihi test chip w/ self-learning capabilities 

announced in Sept’17, to be launched in 2018 

Loihi 
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NVidia competitors with neural net features: 
Google Tensor Processing Unit, TPU (April’17) 
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NVidia competitors with neural net features: 
Google Tensor Processing Unit, TPU (April’17) 

Chip floor plan 
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TPUs are intensively used 
by Google, namely in  
RankBrain, StreetView 
& Google Translate 
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NVidia competitors with neural net features: 
Google TPUv2 (September’17) 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  other many-core: ShenWei 260 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ISA-free architectures, code compiled to silica: FPGA 
•  focus on SIMT/SIMD to hide memory latency: GPU-type approach 
•  focus on tensor/neural nets cores: NVidia, IBM, Intel NNP, Google TPU 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  x86 multicore coupled with SIMT/SIMD cores: Intel i5/i7 
•  ARMv8 cores coupled with SIMT/SIMD cores: NVidia Tegra 
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Intel multicore coupled with GPU-cores 

Skylake 

Haswell 
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NVidia Tegra: SoC partnership with ARM (1) 

•  Tegra 2 in Android (2010) ... 
•  Tegra 3 in Audi infotainment (2012) ... 

Tegra 4: 
replace the 32-bit ARM 

Cortex A9 by  
Cortex A15, and add  

72 CUDA-cores 

Tegra	4	

A15 

A15 A15 

A15 A15 

A9 

A9 A9 

A9 A9 

Tegra	3	 Nov’2011 
May’2013 
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Replace the GPU block by 192 GPU-cores (from Kepler) and 
offer either 32/64-bit CPU cores => Tegra	K1	

NVidia Tegra: SoC partnership with ARM (2) 

Apr’2014 
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Replace ... => Tegra	K1	

NVidia Tegra: SoC partnership with ARM (3) 

Apr’2014 

+1 (battery saver) 
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•  Replace the 5x 32-bit ARM by 2x4 32-bit Cortex (A57 & A53) 
and the 192 Kepler CUDA cores by 256 Maxwell => Tegra	X1	

A15 

NVidia Tegra: SoC partnership with ARM (4) 

May’2015 
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NVidia Tegra: pathway towards ARM-64 (1) 

•  Upgrade 32-bit ARM to 64-bit ARMv8 (Denver 2 & A57) and 
replace Maxwell cores by Pascal ones => Parker	

 

Aug’2016 
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NVidia Tegra: pathway towards ARM-64 (2) 

•  Increment #ARMv8-cores (custom architecture) and replace 
Pascal cores by Volta (w/ tensor cores) => Xavier	

 

Jan’2018? 
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Beyond Vector/SIMD architectures 

•  Vector/SIMD-extended architectures are hybrid approaches 
–  mix (super)scalar + vector op capabilities on a single device 
–  highly pipelined approach to reduce memory access penalty 
–  tightly-closed access to shared memory: lower latency 

•  Evolution of Vector/SIMD-extended architectures 
– PU (Processing Unit) cores with wider vector units  

•  x86 many-core: Intel MIC / Xeon KNL 
•  other many-core: ShenWei 260 

–  coprocessors (require a host scalar processor): accelerator devices 
•  on disjoint physical memories (e.g., Xeon KNC with PCI-Expr, PEZY-SC) 
•  ISA-free architectures, code compiled to silica: FPGA 
•  focus on SIMT/SIMD to hide memory latency: GPU-type approach 
•  focus on tensor/neural nets cores: NVidia, IBM, Intel NNP, Google TPU 

–  heterogeneous PUs in a SoC: multicore PUs with GPU-cores 
•  x86 multicore coupled with SIMT/SIMD cores: Intel i5/i7 
•  ARMv8 cores coupled with SIMT/SIMD cores: NVidia Tegra 


