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Beyond Vector/SIMD architectures

• Vector/SIMD-extended architectures are hybrid approaches
– mix (super)scalar + vector op capabilities on a single device
– highly pipelined approach to reduce memory access penalty
– tightly-closed access to shared memory: lower latency

• Evolution of Vector/SIMD-extended architectures
– PU (Processing Unit) cores with wider vector units

• x86 many-core: ...
• other many-core: ...

– coprocessors (require a host scalar processor): accelerator devices
• x86 on disjoint physical memories ...
• ISA-free architectures: ...
• focus on SIMT/SIMD to hide memory latency: GPU-type approach
• …

– heterogeneous PUs in a SoC: multicore PUs with GPU-cores
• …
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Graphical Processing Units
n Question to GPU architects:

n Given the hardware invested to do graphics well, 
how can we supplement it to improve the performance 
of a wider range of applications?

n Key ideas:
n Heterogeneous execution model

n CPU is the host, GPU is the device

n Develop a C-like programming language for GPU
n Unify all forms of GPU parallelism as CUDA_threads
n Programming model follows SIMT:
�Single Instruction Multiple Thread �

G
raphical Processing U
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# cores/processing elements
in several devices 
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Key question:
what is a core?

a) IU+FPU?
GPU-type...

b) A SIMD
processor?
CPU-type..

This updated slide
and in this course:
- b)

Note: the web link
with these plots was
updated in Aug’16
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Theoretical peak performance in
several computing devices (DP)

ht
tp
://
w
w
w.
ka
rlr
up
p.
ne
t/2
01
3/
06
/c
pu
-g
pu
-a
nd
-m
ic
-h
ar
dw
ar
e-
ch
ar
ac
te
ris
tic
s-
ov
er
-ti
m
e/



AJProença, Advanced Architectures, MiEI, UMinho, 2019/20 6

Theoretical peak FP Op’s per clock cycle in
several computing devices (DP)
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NVIDIA GPU Architecture

n Similarities to vector machines:
n Works well with data-level parallel problems
n Scatter-gather transfers
n Mask registers
n Large register files

n Differences:
n No scalar processor
n Uses multithreading to hide memory latency
n Has many functional units, as opposed to a few 

deeply pipelined units like a vector processor

G
raphical Processing U
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Early NVidia GPU Computing Modules

GT200:

Tesla C870, May’07

Tesla C1060, April’09
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NVIDIA GPU Memory Structures

n Each SIMD Lane has private section of 
off-chip DRAM
n �Private memory� (Local Memory)
n Contains stack frame, spilling registers, and 

private variables

n Each multithreaded SIMD processor (SM) 
also has local memory (Shared Memory)
n Shared by SIMD lanes / threads within a block

n Memory shared by SIMD processors (SM) is 
GPU Memory, off-chip DRAM (Global Memory)
n Host can read and write GPU memory

G
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nits



AJProença, Advanced Architectures, MiEI, UMinho, 2019/20 10

The NVidia Fermi architecture

Fermi 
Multithreaded 

SIMD Processor
(SM, Streaming 
Multiprocessor)

Fermi Architecture:
GF110: 512 CUDA-cores

July’11

Warp: a 32-wide
SIMT instruction
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Fermi Architecture Innovations
n Each SIMD processor has

n Two SIMD thread schedulers, two instruction dispatch units

n 16 SIMD lanes (SIMD width=32, chime=2 cycles), 16 load-store 

units, 4 special function units

n Thus, two threads of SIMD 

instructions are scheduled 

every two clock cycles

n Fast double precision

n Caches for GPU memory (16/64KiB_L1/SM and global 768KiB_L2)

n 64-bit addressing and unified address space

n Error correcting codes

n Faster context switching

n Faster atomic instructions
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Fermi:
Multithreading and Memory Hierarchy
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TOP500 list in November 2010:
3 systems in the top4 use Fermi GPUs
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Families in NVidia Tesla GPUs



AJProença, Advanced Architectures, MiEI, UMinho, 2019/20 15

From Fermi into Kepler:
The Memory Hierarchy
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From the GF110 to the
GK110 Kepler Architecture

Kepler: 
2880 CUDA-cores

October’13

Fermi: 
512 CUDA-cores
July’11
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From Fermi to Kepler core:
SM and the SMX Architecture

SM

SMX:
192 CUDA-cores

Ratio DPunit : SPunit —> 1 : 3
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From the GK110 to the
GM200 Maxwell Architecture

Maxwell: 
3072 CUDA-cores

November’15

Kepler: 
2880 CUDA-cores
October’13
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The move from Kepler to Maxwell :
from 15 SMXs to 48 SMMs in 6 GPCs

SMM: 128 CUDA-cores
Ratio DPunit : SPunit  —> 1 : 32
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From the M200 to the
GP100 Pascal Architecture

Pascal: 
3584 CUDA-cores
HBM on-package

September’16

Maxwell: 
3072 CUDA-cores
November’15
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Pascal Architecture:
6x GPCs, 60 SMs

Pascal SM: 
64 CUDA-cores

Ratio DPunit : SPunit—> 1 : 2

Pascal P100 w/ 16GB HBM2
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From the GP100 to the
GV100 Volta Architecture

Volta: 
5120 CUDA-cores
HBM on-package

June’17

Pascal: 
3584 CUDA-cores
November’15
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Volta Architecture:
6x GPCs, 80 SMs

Volta SM: 
64 CUDA-cores

New: 8 Tensor-cores

Ratio DPunit : SPunit—> 1 : 2

Volta V100 w/ 16GiB HBM2
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Tesla accelerators:
recent evolution

https://devblogs.nvidia.com/parallelforall/inside-volta/


