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Outstanding Challenges

Analysis Code Optimization

Use current analysis code (LipCbrAnalysis), identify possible inefficiencies 
(way data is read, identify redundant operations, identify obsolete code, etc.) 
and correct them, without major changes in the underlying framework

We need to gain a significant factor in speed in order to remain competitive 
with increasing flow of data

Outstanding Challenges
Viability Studies: run analysis code using GPU’s ?

Example of previous tests in HEP (NA62 Experiment@CERN): “The usage of 
graphical card processing in the construction of a trigger system, both in 
hardware and software, allowed to make decisions in real-time and increased 
the computing capability in the trigger.”

Tests on Matrix Multiplication were performed on Nvidia GeForce 8400 GS 
with a host processor Intel Core 2 Duo CPU E8400 (3.0 GHz) with 2GB DDR2 
SDRAM. Results of tests:

Going Even Further:
I/O Optimization

Is it possible to have a more efficient I/O handling within our framework (we 
read on average 5TB of data/per analysis)? 

We crucially depend on ROOT package (not trivial to optimize!)

Local Resources Optimization: 

test the use of Paralel ROOT Facility (PROOF)

GRID Resources Optimization:

GPU’s ???


