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Code optimization in High Energy Physics

- challenges at the LHC -  
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Particle Physics

the 2 frontiers: 
very big and very small
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Large Hadron Collider (LHC)
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Standard Model of Particle Physics
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CERN
 European Organization for Nuclear Research

● fundado em 1954 por 12 países
● actualmente: 20 estados membros (1986-Portugal)
● mais de 7000 utilizadores de todas as partes do mundo

The LHC
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The LHC

9The ATLAS experiment
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The ATLAS detector

~ 46 m

~
 2

4
 m

~ 7000 t
~ 108 channels
~ 3000 km of cables
~ 40 x 106 collisions / s
~ 1 PB of data / s
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Inner detector
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Muons
detector
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What happens in a collision?

What do we see in the detector?
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Data collected by ATLAS







Group ntuples



What do we do with the ntuples?

data 
(either real data or MC) 

analysis

LipCbrAnalysis

LipCbrAnalysis



        What do we get in the end?

- (small) txt files

- root files with histograms (small comparetd 
  to the input ntuples)
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Outstanding Challenges

Analysis Code Optimization

Use current analysis code (LipCbrAnalysis), identify 

possible inefficiencies (way data is read, identify redundant 

operations, identify obsolete code, etc.) and correct them, 

without major changes in the underlying framework

We need to gain a significant factor in speed in order to 

remain competitive with increasing flow of data

Going Even Further:

I/O Optimization

Is it possible to have a more efficient I/O handling within our 

framework (we read on average 5TB of data/per analysis)? 

We crucially depend on ROOT package (not trivial to 

optimize!)  http://root.cern.ch/drupal/

Local Resources Optimization: 

test the use of Parallel ROOT Facility (PROOF)

...


