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Abstract. The aim of this communication is to show the challenges of run-time load 

distribution in heterogeneous shared clusters. The main feature to be analysed is the application 
level scheduler and its performance. The goals and constraints of a load management policy are 
presented, together with a proposed taxonomy to classify the different types of load 
distribution, including static ones. The communication closes with an introduction to the class 
of adaptive schedulers addressing the problems of uncertainty in heterogeneous shared clusters. 

 
 

1. Introduction 
 

The number of applications that requires more computing power is increasing every day. 
However, a sequential computer cannot provide enough computing power to accomplish 
the desired results in a satisfactory manner: the time spent to achieve a result is an 
important constraint to decide about the feasibility of an application. One way of 
overcoming this problem is to improve the speed of processors and other components so 
that they can offer the power required by computationally intensive applications. Even 
though, this solution is limited by the speed of light, thermodynamic laws, and the high 
financial costs for processor fabrication. A cost-effective alternative solution is to combine 
the power of multiple processors. These processors would be connected and their efforts 
would be coordinate to achieve the desired results in a satisfactory manner. 

The different approaches to processor interconnection, their strength and weakness, are 
not subject of this communication (more information in [1]). The interesting of this 
communication is on scheduling of workloads in stand-alone or autonomous machines 
working together as a single integrated computing resource, and interconnected by a high-
speed network. Each machine may have different types and numbers of processors. There 
is not a constraint about the power and the type of each machine, even in what concerns the 
operating system. 

To achieve the best result, in this case the fastest execution time: it is important to 
organize the workload in the best possible way, applying load distribution approaches. This 
communication addresses load distribution of divisible works, stressing the application 
level scheduling rather than the operating system approach. In the former, the load 
distribution algorithm is on top of the clustered environment and in a sense embedded in 
the application. This brings more flexibility to the application allowing its development in 
the best possible way according to its characteristics. 

Such systems may or may not be dedicated to a specific application. In a shared system, 
the total number of applications running in a cluster can be unpredictable, increasing the 
complexity of the load distribution. Therefore, this mechanism will need to deal with the 
challenge of organizing the workload in the best possible way, deciding in run-time which 
workload to process in each computer node. The run-time mechanism is extremely 
necessary, particularly in a heterogeneous shared cluster. In contrast, the use of a static 
load distribution may impair the application’s performance. 
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This communication is structured as follows: section 2 characterizes scheduling concepts, 
presents a current taxonomy for load distribution and briefly describes the strength and 
weakness of competitive approaches. Section 3 describes in detail the load distribution 
problem in heterogeneous shared clusters. Section 4 presents an adaptive approach, a way 
of overcoming some limitations of deterministic or dynamic blind load distributions1. 
Section 5 concludes the communication. 

 
 

2. Background 
 
This section presents a taxonomy to the scheduling problem and relevant concepts. First, 
some different types of scheduler’s names are analysed followed by a workload 
classification.2 After that, decisions about its interaction with the environment and its 
functioning are considered, namely: centralization versus distribution, static versus 
dynamic and deterministic versus stochastic.  

 
2.1. Scheduling 
 
Nowadays, the term distribution is more common then scheduling, balancing or sharing. 
However, it is important to notice the difference between each one and to know when to 
use them in an interchangeable manner. 

The term scheduling is used when the operating system is responsible to the workload 
policies and mechanisms. Nevertheless, only a distributed operating system can provide an 
integrated scheduling since it is necessary to transfer works to stand-alone machines in a 
transparent manner to the developer and user [2]. If there is not a distributed operating 
system, the cluster environment and the application need to play this role. However, it is 
common to use “scheduling” to represent the generic meaning of activity allocation. 

The main concern of a load balancing is to equalize the average load of each node in 
proportion to its performance. The goal of the load sharing is not as strong as the load 
balancing but its responsibility is to share the units of work without incurring in overloaded 
nodes. The term load distribution is more generic than the others are and its goal can be 
declared as either an objective or a mathematical function according to the application’s 
characteristics. Nevertheless, it usually means minimization of application’s completion 
time. This definition is considered in the remaining text unless otherwise declared, since it 
is more suitable to the problem analysed in this communication [3] [4].  

 
2.2. Workload 
 
Another important concept is the unit of work: jobs, tasks or applications. These terms are 
related to the grain size of processing loads and to the independency of each one. 

The term job in [1] is used to identify an agglomeration of computational tasks usually 
solving a complex problem. In [3][5] job is a collection of independent tasks whose loads 
are indivisible, and in general of different sizes. A job may be a single program or a 
collection of programs. 

An application is a program that can be divided in small tasks from a data or functional 
perspective. The former is more common and simpler and can be classified as either 
modularly divisible or arbitrarily divisible [5].  
                                                 
1 Basic knowledge in decision network (Bayesian network in [11]) is required. 
2 Scheduling and workload are concepts usually presented together in result to its correlation, but here they 

are split to be more understandable and clear. 
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Finally, the task is a generic term used to characterize a unit of work with different grain 
sizes and dependencies. 

 
2.3.Centralized and Distributed Scheduling 
 
Scheduling policies may be centralized or distributed. The choice of each one is a common 
issue of a distributed system [6]. A centralized approach has unique and coherent 
information about the environment. Therefore, there is no need to data replication and 
coherence mechanism incurring in additional communication's traffic. Suffering a 
consequence of the centralization, this approach does not scale well with the system's size. 
To overcoming this issue, a distributed solution is desirable. The distributed approach has 
information's partial view, additional communication's overhead, although, it scales with 
the system's size ([6] for a detailed discussion about the advantages and disadvantages of 
each one). 

 
2.4.Static and Dynamic Scheduling 
 
Paraphrasing [5]: in a broad sense, load scheduling/sharing problems can be classified in 
many ways. One of the possible classifications is: static (further detail in [3][7]) or 
dynamic (further detail in [8]). 

The static solution, which is usually done at compile time, is applied when the 
characteristics of the parallel application are known a priori and there is a controlled and 
deterministic environment. Task processing times, dependencies, communication, data 
dependencies, and synchronization requirements must be known in advanced to take 
advantage of a static scheduling. Otherwise, in the absence of these informations, 
scheduling is done on the fly according to the state of the system. It is also important to 
notice that different parts of the scheduling problem can be done on-line (on-line is used as 
synonymous of dynamic) [9], e.g., a well known parallel application can be scheduled off-
line (off-line is used as synonymous of static) but the mapping phase can be done on-line 
(further detail about scheduling and mapping in [3]). 

 
2.5. Deterministic and Stochastic Scheduling 
 
The deterministic solution is feasible when the variables that influence the scheduling are 
well known or can be predicted. In contrast, the stochastic solutions are based in 
uncertainty [9] [4] [10] and must be interpreted as a synonymous of probabilistic solutions. 

According to [5], the static scheduling can be either deterministic or stochastic, e.g., the 
knowledge lack of the time of loads is an uncertainty to be explored by stochastic solutions 
in a static scheduling. However, most of the static problems are modelled in a deterministic 
perspective. The static scheduling problem has been proven to be NP-complete except for a 
few restricted cases [3]. This implies the use of some heuristics to produce the sub optimal 
results in a feasible time. 

Similarly, dynamic scheduling can be either deterministic or stochastic, although, usually 
stochastic frameworks are applied. 

 
 

3. The Scheduling Problem 
 
This section presents the scheduling problem and policies that a scheduler can adopt to 
make decisions about the load distribution. 
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3.1. Generic Assumptions 
 
The scheduling problem can be formulated as a four-step approach (a detailed and formal 
presentation in [5]): modelling of the system, definition of the type of processing load, 
formulation of an objective or cost function and specification of the constraints. 

The Modelling step is responsible for system's description similar to network's topology 
and number of processors. As stated before, the system analysed in this communication is a 
heterogeneous shared cluster with a high-speed communication solution. 

The load step is responsible to define the type of workload. In this communication, 
parallel application tasks with arbitrarily divisible data processing loads are stressed. 

The objective step can be declared as either an objective or a mathematical function. It is 
expressed here, as an objective: reduction of the parallel application's completion time. 

The constraints are related to the uncertainty of the environment. The number of available 
nodes, the number of running applications and the percentage of each communication path 
usage are examples that illustrate this step. 

To accomplish its goal the scheduler needs to perceive or measure the system according 
to the specification of each constraint and its final objective [4]: its accuracy is responsible 
to its effectiveness (figure 1). However, the environment may be so complex that scheduler 
cannot evaluate all the relevant aspects. Some of them must be neglected or summarized, 
in order that the objective is accomplished in a reasonable time. Furthermore, the collected 
information may be either inaccurate because of the expensiveness of acquiring it with 
great precision or may be often out of date in consequence of system's continuous changes. 

 
 
 
 
 
 
 
 

Fig. 1. An abstract representation of a scheduler with its sensors. 

3.2. Policies 
 
The interaction with the environment can be divided into a set of policies as follows [4] 
[2]: information policy, transfer policy, location policy and selection policy. 

The information policy determines “what” information and “when” it will be collected.3 
Observing the "when" perspective, it is possible to collect information either in a demand, 

periodic or state driven policy. 
In a “demand-driven” policy, information is gathering when the scheduler needs it for 

decision-making. The scheduler probes for a suitable node to participate in the workload 
distribution. Each node is evaluated one by one until a suitable node is found or a probe 
limit is exceeded. Another solution is to send a broadcast to a group of nodes and wait for 
any node to manifest its possibility to join itself. If a node is not found another group is 
chosen. 

                                                 
3 This classification is different from [4] because “where" perspective is placed here in the transfer policy. 

Scheduler Sensor Sensor 

Schedule 

Schedule 
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In a “periodic-driven” a fixed overhead is imposed to the system. However, when the 
scheduler needs some information for a decision it is not necessary to wait for a gathering 
step. Since the system is always changing, this information is out-of-date. Increasing the 
number of measures or samples per unit time can reduce the information's age, but 
generates a huge overhead in the system. 

In a “state-driven”, the information is collected whenever it changes bellow or above 
predefined thresholds. 

Observing the “what” perspective, there are several load metrics defined in the literature 
[4] [2]: CPU queue length, CPU utilization, I/O queue length, I/O utilization and memory 
utilization for example. They can be observed one by one or combinations can be defined 
as metrics. However, it has been proved that the CPU queue length is one of the most 
adequate queue metrics and it is not required to be very accurate. 

The transfer policy determines if a node is in a suitable state to accept a unit of work. 
Some thresholds must be defined for this proposal. A node is considered a “sender” if the 
measure values are above this threshold or a “receiver” if they are bellows it (more 
detailed explanation of the problems related to a sender and receiver perspective in [4] [2]). 

The location policy determines the set of rules that will be used to decide which task will 
be transferred, and may be considered the scheduler’s brain. The selection policy is 
consequence of the former because after node's selection, it will be necessary to define the 
task to be transferred. The number of location-dependent resources such as: specific data, 
I/O devices and communication ports must be considered. The observation of the process's 
life is desirable and often indispensable according to the overhead of the process's 
execution state. 

 
 
4. Adaptive Load Distribution 
 
As state before, the use of the term stochastic is related to probability. However, there are 
two schools of probability: objective and subjective. The first consider probability related 
to events. The former extends this and consider that there are uncertainties about the 
possible events dependencies and in this way, a probability is associated to each relation. 
Moreover, they also consider that these values can change with the knowledge about the 
world ([11] for more information).  

In this section, the world stochastic is used to present a class of algorithms based in the 
second school, namely stochastic adaptive schedulers or just adaptive schedulers. 
Nevertheless, algorithms based in the traditional probability school are also possible, 
although they are not discussed. 

To be able to achieve their requirements, the scheduler must have an internal execution 
model of the world. This execution model may be centred in deterministic or probabilistic 
algorithms. 

The use of a deterministic dynamic scheduling may impair the results in terms of 
completion time as consequence of the uncertainty variables. The combination of dynamic 
scheduling with stochastic adaptable approaches can improve the solutions, resulting in 
better completion times [4]. 

In a stochastic scheduling, assigned to each uncertainty there is a variable with a 
probability of occurrence [4] [10] [11]. The scheduler’s internal execution model builds 
probabilistic dependences between the variables. These dependences, statements about the 
variables, can be used to infer probabilities about any set of variables given any another 
one. Therefore, the stochastic approach tries to extract and encode the knowledge from 
data, being possible, for example, to predict the environment behaviour or the impact of an 
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action. For this proposal, there are many representations and techniques available for data 
analysis [11]. To the scheduling problem [4], a Bayesian approach is more suitable since it 
is possible to use incomplete data sets, to learn about causal relations, to represent the 
domain knowledge and data, and to avoid the over fitting of data. 

The adaptive characteristic is related to the fact that this stochastic model can be trained 
or it can learn to reflect better actions according to the current environment’s state and its 
knowledge about it.  

The [4] identifies three places to apply the stochastic adaptive mechanism: correction of 
profile and load predictions, determination of diffuse factors in the execution model and 
control of the relationship between overhead and profit. 

The first step to build such a model is the understanding of the problem.  Specialists with 
knowledge about the subject and some background in decision theory must choose the 
variables and establish their dependences. Unidentified variables, usually called latent 
variables, with some influence in the probabilities of others (causality relation) can disrupt 
the model. The use of many variables can lead to more realistic models, although, it also 
increases the number of relations and possible models. 

After that, the continuous variables (non-discrete) must be discretized. This process is 
responsible to transform this type of data in intervals, since with categorical data it is 
possible to build models that can capture the non-linear relationships between variables 
(more information in [11][9][4]). In other words, it is possible to gather more occurrences 
or information about the events since the range is smaller. The next step is to assign the 
probabilities of dependencies of the data. 

It is important to notice that the construction of the model is highly dependent of the 
specialists. Their knowledge about the subject is directly related to the definition of the 
dependencies. Therefore, these steps must be made in a very careful manner. 

To a better understanding of the main ideas of an adaptive scheduling mechanism, it is 
analysed a simplified example based in [4]. The scheduler’s policies are as follows: 

1. Centralized approach is the choice since a small cluster with a high-speed 
interconnection is used. 

2. Every task application sends its processing rate to the scheduler after a maximum pre-
defined value. If the task application never sent a value, then one is sent. If the value of the 
rate processing is x percent different from the previous then this value is sent. 

To model environment’s behaviour, the designer must represent its current state, the 
possible actions to modify it, the state transition, the next state and a gain function [4][11].  

The environment’s current state includes the task requirement and the resource’s 
capacity. The task requirement is a measure that indicates the cost benefit of a migration, 
based in the time spent to transfer a task and its remaining processing. The resource’s 
capacity is a measure that indicates if a node is overloaded or not, based in the processing 
rate of each application where a lower rate indicate an overloaded node. These tradeoffs 
are used to conclude if a machine is a transfer or a receptor, as a result. 

The sensors (figure 1) used to measure or perceive these values must be extended since 
their operations can be prone to errors and imprecision. 

 
 
 
 
 

Fig. 2 An extension of the sensor presented in figure 1. XSensor stands for Extended Sensor. 

XSensor 
 
 

XSensor 

Sensor’ Metric Age 
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Sensor’ is an evidence perceived from the environment. There is no uncertainty on its 
values, although, they can be influenced by the information’s age and the environment’s 
current state. Therefore, a diagnostic inference is applied and after that, it is possible to 
known the potential current value (a probability vector represents this fact). The age 
probability can be discarded since it is possible to known exactly whenever a new value is 
read and the time elapsed since the last operation.  

These sensors and their relative probabilities must be analysed to the pairs in view of the 
fact that the scheduler’s final action is a task transfer/split from a node a to b.  

 
 
 
 
 
 
 
 

Fig. 3. The complete decision network. 

Figure 3, represents the environment’s model, using a decision network. With all the 
evidences, the scheduler obligation is to verify the gain involved in each possible action 
and after that decide for the best one. To accomplish this, it can follow this possible 
algorithm from [4]: 
 

Set the evidences variables 
For each possible setting of the decision node 
 i)  Set the decision node to that value 

ii) Propagate the beliefs through the network to compute the new 
distribution over the relevant variables 

 iii) Compute the expected gain for this action 
Choose the action with the highest expected gain. 
 

 
5. Conclusions 
 
This communication presented the necessary background to conclude that the scheduling 
mechanism is highly dependent of the environment’s characteristics. Therefore, in a 
heterogeneous shared cluster a dynamic adaptive scheduler is more suitable then others. 
Paraphrasing [4]: the effectiveness of the stochastic scheduler, particularly of the adaptive 
one, increases with the complexity of the environment being managed. For example, the 
newly emerging computational Grid seems to be an excellent environment to adaptive 
schedulers. 
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