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The paper describes the need for early
analysis tools to enable developers of today’s
system-on-a-chip (SoC) designs to take
advantage of pre-designed components, such
as those found in the IBM Blue Logic® Library,
and rapidly explore high-level design alternatives
to meet their system requirements. We report
on a new approach for developing high-level
performance models for these SoC designs
and outline how this performance analysis
capability can be integrated into an overall
environment for efficient SoC design.

1. SoC design
As silicon technology continues to advance, designers are
finding that they can implement most of their product on
a single chip. For example, the current IBM CMOS
technology, Cu-08, provides more than 70 million wirable
gates with eight levels of copper interconnect; this
enables products with a broad and growing diversity of
applications (communication networks, storage networks,
set-top boxes, games, servers, etc.) to be realized as SoC
designs with higher performance and lower cost. While
SoC design offers many advantages, there are still the
familiar challenges of designing a complex system, now on
a chip. The ever-shortening time-to-market compounds
these challenges. Without a major advance in productivity,
designers will be able to consider only a very few high-
level system designs and will have to limit their product

differentiation to the software running on a standard
embedded processor.

To address SoC design productivity, semiconductor
suppliers are advocating intellectual property (IP) reuse
[1, 2]. Designers are provided access to a library of large,
previously designed components, or “cores,” with the goal
of enabling them to rapidly realize their system by
assembling a network of these cores. The IBM Blue
Logic* Library [3] contains more than 300 verified cores
that provide important functions for communication
networks, data compression, encryption, high-speed links,
and bus interfaces, along with a wide variety of embedded
processor cores from the extensive PowerPC* Roadmap
and other processor cores for special applications such as
signal processing. The CoreConnect* Architecture [4]
provides a foundation for interconnecting IBM cores as
well as non-IBM devices. Key elements of the architecture
are a high-speed processor local bus (PLB), an on-chip
peripheral bus (OPB), a PLB–OPB bridge, and a device
control register (DCR) bus.

Even with the benefit of a core library, today’s SoC
designers still have many options available, and making
the right choices can be difficult. Short schedules also rush
these early critical decisions that are so costly to change
later in the design process. Functions must be allocated
to hardware and software components, and the correct
hardware components and the best interconnection
scheme must be selected, while considering functional,
performance, and cost constraints. At the early stage of
design, there are usually many unknowns. The software
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may not be ready, the new custom logic may not be
completely defined, and even the market requirements
may still be in flux. Still, there are usually known
performance and cost targets, set to ensure a competitive
product. The designer must conduct an early analysis to
make sure that these targets can be met, while preserving
the flexibility to complete the design later in the schedule.

Some of the questions that must be answered at an
early stage are the following:

● What functions should be implemented in hardware or
software?

● Which embedded processor should be used? Or can the
chosen processor handle the software functions within
the real-time constraints of the system?

● What is the worst-case interrupt latency?
● What is the internal bus utilization?
● Can the chosen architecture/component be laid out with

the available chip size?
● What is the expected system power consumption? Is this

within the limits for the chosen packaging technology?

Most designers rely on a register-transfer-level (RTL)
system specification and design flow for implementation
and for analysis. But to use this, all registers or memory
elements must be identified along with the precise time
and conditions under which data is transferred among
them. The questions listed above have to be addressed
early in the design cycle, usually prior to the existence
of a complete and detailed description for the system.
Therefore, tools are needed to analyze a higher-level
representation of the design and answer questions about
performance, floorplanning, power consumption, area,
and timing.

Using pre-designed cores permits reuse of detailed
descriptions of the core logic that provide more precise
characterization of the core properties. Once the cores are
interconnected and any new logic specified in an RTL
description, the proposed design can be simulated to
evaluate alternatives. However, for large SoC designs,
the complete RTL description is also quite large, and
simulation runs take considerable time. To evaluate
performance, actual software is usually needed to specify
embedded processor models. Further, simulation addresses
only one aspect of early analysis. Performance is critical,
but the SoC designer must also determine the chip size in
order to establish cost and packaging strategy. Doing this
with some certainty requires a chip floorplan with cores
placed or assigned to specific regions. Major interconnects
have to be routed to avoid later congestion problems and
to ensure that the buses and other logic can operate at the
target clock frequency. In summary, using a complete RTL
description of an SoC for early design analysis is nearly as

difficult as implementing the chip itself, and requires
significant resources.

Power is increasingly important for electronic systems
because of limited battery capacity for portable systems,
environmental issues, and energy delivery cost for
stationary systems. Since early decision has a major impact
on the power consumption of the final product, it is
important to be able to obtain an early estimate of the
SoC power consumption. This presents opportunities for
power optimization at the SoC design level: core selection,
design of application-specific power-management units,
and even software design, including operating system
and applications. Power estimation is a vital element
of early analysis and has to be based on a system-level
representation above the RTL. A method is needed that
allows this early analysis to be based on partial and very
high-level information.

2. Early analysis
To address the challenges described above, we need an
extended design process with the ability to evaluate
options and make critical architectural decisions based
on a system-level representation in advance of an RTL
design. A key prerequisite is a library of abstract models,
one for each core or CoreConnect element, that captures
their respective performance, power, and physical
characteristics. Core placement from a floorplanner and
bus layout from a global router directly influence these
evaluations. In addition, performance data acquired during
system-level design space exploration can help determine
switching factors for power dissipation and signal integrity
analysis. Thus, system-level performance analysis
influences early physical design decisions which, in turn,
cause the downstream tools with derived constraints to
accelerate the chip implementation process and ensure
that the early design assertions and assumptions are met.
This process leads to a set of requirements for addressing
early design evaluation.

System-level representation
Early analysis begins with the designer specifying a
system-level description of the SoC design. This includes
the following steps:

● Identifying the SoC components. The components,
including buses and power-management circuitry, are
selected from a given technology library of cores. An
SoC also may contain a design-specific element that
must be modeled as part of the process. The core library
components include the necessary performance, power,
and physical information.

● Interconnecting the components. Describing the connections
between the chip interface and the constituent cores is a
complex task that requires extensive knowledge of the
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CoreConnect bus architecture and each core in order
to understand how each pin should be connected.
Support should be provided for automating this process
as much as possible.

● Describing clock domains. If appropriate, the designer
may wish to identify distinct clock domains, especially if
they have to be considered during floorplanning. For
example, large structured clock buffers (SCBs) can
compete for real estate with the cores. Information
required includes clock frequencies, their source, and
their interfaces with various components.

This information may be captured during a logical editing
session, during floorplanning, or through a set of simple
commands, any of which results in a representation that
can be directly used by the evaluation tools.

Performance analysis
Performance is usually the criterion that determines the
SoC architecture. Even when power dissipation or cost is
the dominant concern, performance analysis is needed to
establish switching factors or to trade off components.
To avoid the delay of developing a custom performance
model, a method of generating one automatically from the
system-level diagram is needed. There is a broad range of
performance questions about the utilization of resources
such as processors, memories, buses, and key cores, as
well as data rates and system throughput. At the same
time, there is a growing diversity of application areas such
as communication and storage networks, video products,
games, and controllers that have to be modeled. Accuracy
and correlation with the final SoC implementation are also
critical concerns. Detailed models may increase accuracy,
but could slow analysis turnaround times and prevent
extensive design space exploration. Whatever the approach
taken, it is essential that a performance analysis capability
be readily available to the SoC design teams for their use
at the critical early stages of design.

Floorplanning
A floorplan is essential for determining chip size, the
number of wiring layers, and congestion, all of which
contribute to the cost of the SoC. Also, the placement
and routing of global interconnections can determine
parameters that affect the performance analysis described
above. This process of floorplanning is aimed at
determining the following:

● Chip die size with pin assignments. A “generic chip
image” can be used that predefines only the minimum
amount of technology information needed for the
floorplanner to predict the minimum die size required
to contain the design. Optimal chip pin assignments
are also considered as part of the floorplanning process,

along with the placement of the related I/O circuitry,
all concurrent with the component placement and
form-factor determinations.

● Placement of the components. The bus-level connections
can be used as constraints by the floorplanner to help
guide the placement in a way that maximizes the
efficiency of the downstream tools. Clock redistribution
and power-management circuitry must also be taken into
account, as well as any electrical constraints associated
with the I/O circuitry.

● Core form factors. Some components may be “hard”
macros that have already been physically implemented
and have fixed dimensions as well as fixed pin positions.
Others may be “soft” macros, which are defined logically
but are to be implemented as part of the SoC design.
Still others are defined through assertions—for example,
the design-specific elements with designer-defined areas,
pin counts, etc. In the latter two cases, the form factors
can be manipulated in concert with the component
placement to achieve the optimal floorplan.

● Component pin assignments. Using the bus-level
connections as a guide, the macro pins should be
optimally positioned around the three-dimensional
outline of each of the “soft” and “asserted” macros
as a way of guiding the global router.

● Global routes. The layout for the buses and other critical
interconnections is done to provide more accurate
wiring information for the performance analysis
evaluation.

● Assignment of the terrains and voltage islands. Some new
technologies allow portions of the chip to have different
circuit densities or different operating voltages. The use
of multiple terrains gives the designer more freedom in
meeting performance, congestion, and power constraints.
These assignments are also used in estimating power
dissipation.

Power estimation
Power consumption is another key consideration in today’s
designs. It determines battery lifetime, package selection,
cooling requirements, and product cost. Therefore, a
power analysis capability is needed to identify power-
critical parts for power optimization. Such analysis must
take into account any built-in power-management schemes
and utilization of different operating voltages that may be
offered by the technology. It has to take advantage of
the information available from performance analysis and
floorplanning to provide increased accuracy. Also, detailed
information about cores, such as the number of latches
and internal power-management schemes, should be used
where appropriate. The number of power states and their
abstraction should be chosen carefully to provide efficient
power modeling and estimation. Absolute accuracy is not
as important as relative accuracy, since the estimation
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must correlate with the final implementation in order to
ensure that early decisions based on power estimation
have a positive impact on the final product.

Predictable path to RTL flow
Time spent on system-level decisions may be wasted
if there is no effective means of ensuring that the
downstream RTL tools can accept and meet the specified
constraints. Therefore, we need to ensure that the
estimates used to close on the design specification are
effectively passed to the downstream tools to minimize
unexpected and expensive surprises. We list here an initial
set of such information that should be passed to the RTL
design:

● Die size and chip pin assignments.
● Component areas and placement.
● Global interconnect planning.
● Clock redistribution planning.
● Performance constraints.
● Power constraints.
● Switching factors (resulting from performance analysis).

Although described individually, the above set of
capabilities should be provided in a single cohesive
environment in order to maximize the efficiency of the
SoC design space exploration as the designer attempts to
identify and evaluate alternative approaches to the system-
level design. Ideally, there should be a consistent user
interface that the designer can use to both control the
operation and view or modify the results, and data should
be passed seamlessly among the constituent capabilities
as the evaluations are performed.

3. Available solutions
System-level tools can be broadly divided into three
distinct categories: design, verification, and performance
analysis tools.

New tools for system-level design, design-space
exploration, and verification have been the focus of
academic research for several years. Most of the
approaches have been directed at hardware–software
co-design and co-verification problems. Examples of such
work include Polis [5], COSMOS [6], COSYMA [7],
MOSES [8], Ptolemy [9], and SHE [10]. This research led
to the development of commercial tools, such as VCC
[11], CoWare [12], and Seamless** [13].

These design tools follow a vertical functional approach,
starting from a functional description of the complete
system, which is then decomposed into hardware and
software parts. Each part is gradually refined into an
implementation that usually involves an SoC containing
one or more embedded processors, memory and other
hardware units, and software that is compiled and

run on the embedded processor(s). The drawback of this
functional approach is the lack of strong links to a core-
based hardware implementation. In most cases, the
hardware and software partitioning is achieved with
functional or physical constraints, e.g., real-time
constraints on the completion of a task, or a limit on total
chip area, which may not lead to an efficient core-based
hardware implementation. Today’s SoC designs are
dominated by the reuse of IP, and it is vital to take
into account the available cores at a very early stage
in order to guarantee a feasible and efficient hardware
implementation.

The verification tools (primarily simulation-based) rely
on a language description (e.g., C, VHDL, SDL) at
various levels of abstraction, and on input stimuli
representative of the application software to be run in the
system. A few approaches have also attempted to apply
formal methods to the system verification problem [14].
The basic limitation of this approach is that unless the
models are written at a very high level, the simulation can
take a long time. This is still useful and necessary for
checking the functional correctness of the system, but
it is usually too slow for an early and fast analysis of
the system performance. To avoid long simulation times,
special performance analysis tools have been developed.
These are typically based on queueing models or Petri
nets [15–17]. Since they do not rely on detailed functional
simulation, they execute much more rapidly, although
some accuracy may be lost.

One of the main problems with these tools at present is
that they usually operate on different types of descriptions
and different levels of abstraction. For example, the
designer may be forced to write VHDL for the system
design part, while writing an equivalent C description for
the simulation part and an even higher-level transaction-
based description for the performance analysis. In addition
to the extra cost of developing all of these models, there
are significant methodology issues involved with
maintaining and verifying that all of these models are
equivalent and correct. The approach described in this
paper avoids many of these problems by relying on a
unique central description of the system, which is then
automatically mapped to different description levels for
use by different design, simulation, and analysis tools.

4. Overview of the early analysis environment
There is a rich set of tools available today to support
chip design at the register-transfer level. After years of
development and refinement, nearly all chip designers
have access to a well-understood and predictable
design process based on the register-transfer level of
representation. Significant development continues to
enhance the RTL tools to handle the challenges of
new technologies and larger designs, but for design
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productivity to keep pace with technology, a new
representation and set of tools are needed.

Figure 1 depicts such an early analysis environment,
which serves as a front end for RTL design. At the heart
of the concept is a new system-level representation that is
shared by the early analysis tools.

The system-level representation must be detailed
enough for accurate analysis, yet flexible enough to deal
with early and partial design decisions and constraints.
We use an architectural abstraction of the SoC called the
virtual design. A virtual design is composed of virtual
components, interfaces, and nets and resembles a back-of-
the-envelope block diagram. The Virtual Socket Interface
Alliance uses the term virtual component, but it refers to a
proposed standard for real cores from different suppliers
[18]. We use the same term to represent an abstraction of
a component or core from a library. For example, the
virtual PowerPC component represents all real PowerPC
microprocessor cores. But, while the real PowerPC
contains more than 200 pins, the virtual PowerPC has
only ten virtual interfaces. A virtual interface represents
a grouping of real interface pins that are functionally
related. This central virtual design representation is then
mapped to different models for different types of analysis,
as illustrated in Figure 1.

Surrounding the new representation are the following:

● An SoC editor that serves as the primary user interface.
It is used for capturing the system-level diagram,
indicating the hardware cores used and the primary
interconnections. This editor also accepts configuration
information for personalizing the cores and their
interconnections. As the “cockpit” for directing the
other early analysis tools, it allows the user to select
specific software workloads to be used with the
embedded processors and the specific performance and
power dissipation values to be displayed. It also presents
a view of the chip layout during floorplanning and
allows the user to control various placement and routing
actions.

● A library with information about each core needed
for performance and power estimation as well as
floorplanning.

● A library with information about the standard software
used.

● A mapping facility for connection to analysis tools and
RTL hand-off.

● A performance analysis tool.
● A floorplanner that returns placement and routing

information to the system-level design.
● A power estimator.
● A “hand-off” function that passes the SoC design with

constraints to the existing RTL process.

The tools for performance analysis, floorplanning, and
power estimation are described in later sections.

We have developed mapping algorithms which generate
specific models for different analysis tools. Figure 2 shows
how different models are created from a unique virtual
design. The mapping algorithms have access to the real
core library and its data. Hence, for a given virtual
component (Vi) the algorithms can determine the
corresponding real component (Ci) (indicated by the
designer) and pick up from the core library all relevant
information for that component, such as the component
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area, timing, and power consumption. Thus, accurate
information about the cores is extracted from the library
and written into the specific models so that the analysis
tools have access to accurate core information. The mapping
algorithms have been implemented in a tool called Coral
[19]. Additional “glue logic” (GLi) may be needed to
complete the function and is inserted automatically.

5. Performance modeling
Performance analysis has long been a vital tool in the
early stages of design, when there are many options to
explore and making changes is inexpensive. The methods
of performance analysis are well known and are used
extensively in the traditional server and processor areas.
However, performance analysis experts are rare and the
traditional approach requires intensive, time-consuming
communication with system designers, and intricate
descriptions of system workloads. Many performance
models are dedicated to specific questions and have little
potential for reuse. We want to make early performance
analysis more widely available to deal with the growing
demand for diverse SoC designs and the ever-shortening
time-to-market. To accomplish this we propose the new
approach of providing a library of reusable performance
models, one for each core.

The library is created as shown at the bottom of Figure 3
and represents application-independent information
about each core. The library also contains characterizations
of key software components. At the upper left of Figure 3,
a user with a particular application forms a virtual
design by selecting core models from the library and
interconnecting them using the Coral tool [19].

This virtual design representation is then configured,
which consists of selecting the performance model from
the library to be used for each virtual component and
setting certain parameter values for each performance
model. Examples of configuration parameters are the
widths of data transfers, cache-miss rates for a specific
software application and CPU, and rates for the data
generators to drive the performance models. Then the
mapping engine in Coral automatically generates a top-
level program, which contains instances of only those
virtual components that are critical in determining the
performance of the chip and their interconnection. The
top-level program is then compiled and executed to
generate the specified performance data.

The input stimuli can be an actual trace representing a
given workload, or merely a random workload generated
according to given parameters (e.g., packet size, input
rate). In either case, the workload is generated by a
special component model that either reads a file with the
actual trace or generates inputs randomly. This special
component is connected into the design in place of chip
input ports. Finally, the user can simulate the desired
traffic and obtain output in the form of performance
statistics described below.

In developing a library of performance models, a key
question is determining the correct level of abstraction.
It has to be detailed enough to expose key performance
issues, but high-level enough to permit rapid turnaround,
and it has to be usable even when the implementation
details of new components may not be known. We
considered many options and examined two distinctive
approaches in depth. The two approaches led to very
similar core models; their key distinction was in the
interconnection method.

One approach, labeled “concrete,” advocates
performance models that mimic the operation of the
actual hardware. The other approach, called “abstract,”
relaxes this constraint as long as the predicted
performance results are consistent with the eventual
performance. The close relationship of the concrete
approach to the actual hardware appeals to designers, and
makes it more obvious how to model any design changes.
However, the advantage of the abstract approach is speed
of simulation. We tried both approaches in the SoC
domain, and we describe them first in implementation-
independent terms; we then discuss how they are
represented in a particular programming language.

Figure 4 illustrates the style of modeling and the
difference between the two approaches we tried;
Figure 4(a) shows the concrete approach and Figure 4(b)
the abstract one. Both show a bus master making a request
to a bus (PLB). The concrete approach simulates the bus
protocol as closely as possible, and hence the bus master
makes the request by placing appropriate values on the

Figure 3
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four signals at the top of Figure 4(a). It then waits for an
“address ack” (acknowledgment) indicating readiness of
the slave serving the given address. That is followed by
the actual transfer of data along the read or write bus.
In contrast, the abstract model accomplishes the whole
communication with just one event described by the
token structure in Figure 4(b). The value of each field
in Figure 4(c) indicates approximate correspondence
to the signals in Figure 4(a). The token identifies the
destination slave core and the size of the data. In the
case of a write operation, it also identifies the points
at which data transfer will start and end. Having formed
the token, the bus master model informs the simulation
scheduler of the time at which it should schedule the
PLB model to receive the token.

Figure 4 also illustrates the issue of granularity of
atomic operations. For any performance model there is a
notion of an atomic operation, a potentially complex state
change that occurs in one simulation time step (e.g.,
raising a request line or sending data over a bus). A
large granularity is good for simulation performance, but
granularity is limited by the degree of understanding of
the system behavior, since the performance of each atomic
action has to be characterized in advance. The atomic
operations chosen in the concrete approach include raising
or lowering of multiple control signals or the transfer of
any amount of data. The abstract approach also treats
arbitrary data transfer as an atomic action, but in addition
transfers all control signals in a single atomic step,
providing a significant performance advantage.

Each core is represented by a collection of communicating
finite state machines (FSMs). Each FSM consists of states
and transitions between states. The states represent
waiting for some input, and the transitions consist of
several atomic actions representing computation and
communication. An important characteristic of the FSMs
in performance modeling is the additional requirement
of collecting performance statistics. There are two basic
categories of such statistics:

● System-specific statistics that relate to overall system
behavior:
• Latency: the length of time it takes the whole system

to process one item (e.g., for a network processor to
route a packet, for a microprocessor to execute an
instruction, or for a database to handle a transaction).

• Receive/transmit rates: these indicate whether the
system is balanced.

• System throughput (e.g., packets/s).
● Component-specific statistics that indicate component

performance:
• Utilization: the percentage of time a particular

resource (e.g., a bus) is busy.

• Queue size (i.e., how full each queue becomes during
a simulation run).

• Memory fill level.
• Number of arbitration cycles.

Special consideration must be paid to latency, because
it requires a convention for identifying transactions and
passing their identification in all communications. Both
the concrete and abstract approaches associate a
transaction ID with every state, computation, and
communication. The concrete approach has a central
facility for calculating all statistics, while in the abstract
one it is a function of each core model. This choice is not
related to the level of abstraction, but to the importance
of efficiency, which is more emphasized by the abstract
model. The process of configuration, described below, also
relies on this propagation of transaction identifiers.

We can now consider how the models are represented
in a programming language. The concrete approach used

Figure 4
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SystemC, which supports signaling, associating delay with
statements, and scheduling of parallel tasks. The abstract
approach was implemented in C�� with its own scheduler.
In the implementation of the abstract approach, each
core is a C�� class and each FSM is a method of
the class. In addition, the core model has ports through
which it can communicate with other ports. The basic
method of communication and scheduling is a “token”
(see Figure 4). Scheduling is performed explicitly; that is,
all cores connected to the specified port are scheduled for
execution at the time given by the token. In the concrete
approach, each core is represented by a SystemC class
and each FSM is a thread in the class. Communication
is via SystemC signals, and scheduling also relies on
the built-in scheduler. All states represent waiting
for some conditions, which are checked in a busy-
wait loop.

There is one important distinction between performance
analysis in our domain and the more traditional
performance analysis practiced in complex processor
projects. Traditionally, the performance modeler knows
the functionality of the whole system; models of individual
components describe how that component contributes to
that given functionality. In contrast, when building a
performance library there is no fixed functionality of the
whole system; each core model must be application-
independent but configurable for any particular use.

Software plays a very important role in performance
modeling and is handled at the same level of abstraction
as hardware. Its model represents the software demands
on the resources of the SoC, including buses, CPU cycles,
and memory hierarchy. Our library contains models of
standard software modules, such as TCP/IP routing, to be
loaded with selected processor models. Processor models
can load multiple software behaviors to simulate parallel
processing.

Configuring the real hardware involves issues ranging
from setting of priority schemes to loading of the
software. Configuring a performance model is different in
two ways. First, the functionality to be achieved is typically
not fully determined—in particular, the software is not
usually ready. Second, even if the complete functionality is
known, it is usually not needed in a performance model
to answer key questions. For example, in a network
processing application, the manipulation to be performed
on each packet may depend on the properties of the
packet headers. To accurately describe such a scheme
would require lengthy development and produce a
performance model that would run slowly and be difficult
to change. It is often sufficient for a model to characterize
just a few interesting cases. To make the configuration
easier, all of the performance models are parameterized.
These parameters may in general depend on information
associated with the transaction identifier being propagated.

In the network processing example above (in which
transactions are packets), the desired type of processing
is associated with each packet. The software model
then merely represents the amount of delay needed
for the indicated processing.

There is one more issue that often concerns users—
namely, how trustworthy the model is. This issue is
pertinent because mistakes in the model tend to result
in incorrect performance statistics, which are very hard
to detect. There are many sources of mistakes, and we
use the usual debugging tools for tracing the execution.
In addition, there are two considerations specific to
performance models. First, it is advantageous to keep the
size of atomic actions as large as possible, reducing the
opportunities for mistakes. Second, specification of how
transactions are to flow through the system constitutes
redundant information, which we found very useful
in detecting subtle errors such as incorrect bus
priorities or transactions that fail to progress through
the system.

6. Performance modeling examples
To illustrate and evaluate our proposed approach, we
developed an initial implementation and conducted several
experiments. The initial focus was on communication
network applications, a very important and competitive
market with a strong need to be able to rapidly evaluate
novel design ideas.

Communication networks
The nodes in today’s communication networks are
typically built with custom application-specific integrated
circuits (ASICs) to achieve the packet-forwarding
performance rates demanded by their attached links.
While these ASICs do provide fast processing and
economical use of silicon area, they normally require 12
to 18 months to develop and are rarely robust enough for
rapid adaptation to changes in protocols or standards.
A new type of device promises to solve this problem:
Instead of designing specific custom logic chips for each
switch, router, or communication device, equipment
manufacturers can implement the performance-critical
packet-forwarding functions in software that executes on a
special-purpose network processor. Thus, manufacturers
are able to add, expand, or modify packet-processing
functions by modifying the network processor software,
instead of making time-consuming and expensive hardware
changes.

Figure 5 shows a block diagram of a simple network
processor. Its purpose is to read Internet packets, reroute
them, and send them out again. A packet arrives through
one of the Ethernet media access controller (EMAC)
interface cores and proceeds to the multi-channel memory
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access layer (McMAL) core, which is a special-purpose
direct memory access (DMA) controller. The McMAL
stores the packets in preallocated memory buffers and
informs the processor. It communicates with the processor
via buffer descriptors—structures containing a buffer
address as well as various status fields. The processor
calculates a new destination address for each packet,
prepares the new packet in memory, and lets McMAL and
one of the EMACs send it out again. The SoC shown in
Figure 5 includes the following cores:

● OPB arbiter – The controller for the lower-performance
on-chip peripheral bus (OPB) used to connect to off-
chip devices. Connected to the OPB are
• Four EMACs, which receive and transmit packets to

and from the network via the media-independent
interface (MII) core. The four EMACs also share
a private OPB for transferring packets to the McMAL
core, which prepares the packets for the storage in
memory.

• Two HDLCs, or high-level data link controller cores, for
lower-speed network communication over the standard
HDLC protocol.

• I2C, the inter-IC bus used for communication with other
chips.

• UART, the universal asynchronous receiver/transmitter,

for transmitting and receiving data asynchronously via a
serial port.

• GPIO, a general-purpose input/output core for
multiplexing data on and off the chip.

• EBC, an external bus controller for another form of off-
chip communication.

• PLB–OPB bridge, a controller for exchanging data
between the two buses.

• HS-DMA, a high-speed direct memory access controller
for inter-bus memory transfers.

● PLB arbiter – The logic for controlling the processor
local bus (PLB), a high-performance bus for connecting
with the processor. Connected to the PLB are
• PPC440, an embedded PowerPC processor with an

instruction and data cache.
• McMAL, PLB–OPB bridge, and HS-DMA controller

listed above.
• SDRAM–DDR controller core, for accessing external

synchronous dynamic random-access memory at a double
data rate.

• SDRAM controller core, for accessing on-chip
synchronous dynamic random-access memory.

• PCI bridge, for interfacing with a peripheral component
interconnect bus.

Also on this SoC are an interrupt controller that works with
the processor and a clock and test management core.

Figure 5

Example of a communications processor SoC.
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Figure 6 shows the structure of a corresponding
performance model. It was obtained by selecting from the
library only those cores that are relevant to the timing-
critical path, and connecting them using CORAL. The
cores labeled “Packet generator” represent the outside
environment in place of chip input and output ports. Their
purpose is to provide packet input traffic as well as to
consume packet outputs. They may receive the traffic from
a file containing an actual trace, or they may generate it
from given statistical parameters. In addition, like other
cores, they collect performance statistics such as throughput.

Figure 7 is an example of typical statistics a designer
wishes to derive from a performance model of a network
processor. It shows two curves. The rising curve represents
PLB utilization, specifically the percentage of time the
PLB is in the process of reading data from memory.
The falling curve shows corresponding throughput. A
throughput of 100% means that all arriving packets are

processed at their arrival rate. Both curves are a function
of the total miss rate of the data cache and instruction
cache in the processor. The cache-miss rate has a
twofold impact on performance—a higher rate increases
competition for PLB and memory, as well as slowing down
the processing of each packet. Normally the cache-miss
rate is unknown because it depends on the software, which
has not yet been implemented. Therefore, designers are
interested in such curves, which show how the system will
behave for various cache-miss rates.

To illustrate the use of SoC performance analysis
in assessing design changes, a small but important
modification was made to the example SoC in Figure 5.
A 2KB cache was added to the McMAL core to save a
list of free-buffer descriptors. This change was intended
to improve performance by avoiding the memory and
PLB use needed to access a similar list maintained in
off-chip memory by the original design; how much of
an advantage does this modification provide?

Figure 8

SoC performance with and without accelerator.
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Figure 8 compares the receive and transmit rates before
and after the modification. To demonstrate the impact
of different packet sizes, we used trace data taken from
actual network traffic flows.1 The figure shows that for
small packets the reference system is near a balanced
state, with almost equal receive and transmit rates.
However, for larger packet sizes performance is limited
by the transmit rate. The reason for this is the location
of the buffer descriptors and the packet data in the
SDRAM, where the transmit rate is affected by the
differences in read and write latency. In the modified
design, however, the buffer descriptors can be examined
on the receive path directly by the McMAL, without
memory access. Since this operation is not affected
by the SDRAM latency, the receive rate increases.
Almost no effect can be seen for the transmit path,
because releasing buffer descriptors is a nonblocking
operation.

Storage networks
As communication networks continue to grow, so also do
the demands for storage networks. Traditionally, these
networks are built with special-purpose links such as Fibre
Channel [20] for performance. More recently storage
networks have been built based on the Internet protocol.
To deal with the demands of such storage networks,

designers use custom SoCs tailored to the longer packet
lengths and latency demands.

Figure 9 shows the block diagram of an example SoC
intended for interfacing a host computer with a storage
network using an iSCSI protocol defined by the Internet
Engineering Task Force [21]. This approach presents
the familiar Small Computer Systems Interface (ANSI
standard X3.131–1986) to the host applications and
the storage devices, but employs a TCP/IP network in
between. The adapter in Figure 9 handles the protocol
conversions. It uses many cores in common with the
previous example (Figure 5) and adds a custom “hardware
assist” core designed for increased performance. The
questions associated with such a design are “How many
storage devices can be active at once?” and “What happens
to CPU utilization and transmit and receive rates as the
number of active storage devices or connections grows?”

A performance model for this example design was
generated using the core models from the previously
described performance library; only a few blocks have to
be added for this design (e.g., the PCI-bridge core). The
hardware assist unit, in the simplest case, performed the
required error-detection operation on each packet of data
instead of burdening the processor. In addition to the
normal TCP/IP functions, the embedded processor may
handle setting up and tearing down connections. Typical
software was measured to determine representative path

1 NLANR (National Laboratory for Applied Network Research), traces from
Florida Universities (GigaPOP) and Ohio State University, June 2000.

Figure 9

Example of iSCSI controller SoC.
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lengths, which were used with the processor model to
characterize the appropriate delays and cache traffic.

Read and Write scenarios were developed to drive the
model with lengthy sequences of steps. An example of a
Write scenario that was evaluated is as follows: The host
processor generates a stream of SCSI commands and data
and stores them in the host memory. It then notifies the
PPC440 processor, which initiates a transfer of the data
from host memory to pre-allocated buffers in off-chip
controller memory. The PPC440 then performs some
appropriate actions— by reading in the entire packet and
performing the error-detection operation in the absence of
hardware assist, or by reading in just the packet header
when the hardware assist is responsible for the error-
detection operation, it creates a new TCP/IP header and
initiates the transmission of the packet to the iSCSI target
via the McMAL and the EMAC.

Figure 10 shows the performance results for a Write
scenario in which eight 8KB packets are sent out for a
particular connection, and the next set of eight packets for
the same connection are sent only after a considerable
delay corresponding to the time taken for the target to
respond with an acknowledgment. The performance curves
were used to determine the number of connections that
could be sustained before the transmit channel saturates,
and to determine the number of CPU cycles that would be
available to run some other application, given the number
of connections.

Set-top boxes
We also applied our performance modeling approach to
the video products area, specifically in the evaluation of a

new set-top box controller SoC design. A set-top box is a
consumer device that is used to decode and display digital
video and audio signals from a digital cable or satellite
service provider. The proposed design used the
CoreConnect Architecture and many of the cores we had
already modeled. Some new core models were needed
to complete the analysis. The first models were used to
determine the total memory bandwidth needed to support
the required functions. For this task, complex cores such
as video decoders were modeled as memory reference
generators with statistics based on traces from previous
products. Modeling was found to be very helpful in
identifying potential bottlenecks and estimating processing
efficiency, prior to committing to detail design. It provided
a framework for exploring several different implementation
approaches and confirming critical parameters for memory
and bus performance.

7. Evaluation of performance-modeling
approaches
Our experience in developing models, both concrete and
abstract, for SoC designs in networking, storage, and set-
top boxes has taught us much about this new approach to
SoC performance modeling.

First, using virtual designs to generate SoC performance
models from a library of reusable core models has been
shown to provide several advantages over the traditional
approach of having a specialist write a custom model
for each design. The high-level interfaces used and the
parameterized models make it much easier for a designer
to pose a specific performance analysis question. As a
result, performance experts are not needed to answer
questions related to performance. The initial effort of
setting up the core library is shared over the many
design projects that can use it.

Comparison
Although we examined two distinct approaches for
modeling the cores, there were many similarities. Both
abstracted the functionality to extract the performance
impact alone. The information that has to be communicated
between cores is very similar, regardless of the degree of
granularity. Both approaches were able to use Coral to
generate composite SoC models.

The key difference between the two approaches is in
the mechanism for communicating data among cores and
scheduling their execution. The concrete approach uses
signals that are more hardware-like to connect cores and
may ease co-simulation with lower-level RTL models
for more thorough evaluations. It may also simplify the
creation of the models, since there is a clearer correlation
with the real cores. The abstract approach uses a simpler
single uniform “token” for communication, which could
also simplify model development in a different manner.

Figure 10

Example of iSCSI controller SoC performance. (Tx: transmit.)
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While our approaches to performance analysis are not
related to a particular programming language, the concrete
approach requires support for signal manipulations and
scheduling. For that purpose we chose SystemC [22]
Version 1 (Version 2 was not yet available). SystemC is
in a class of languages with CynApps and C-level that
target modeling of hardware and software systems;
SystemC appears to be an emerging standard. It has
the desirable feature of being able to simulate models
at a very high level of abstraction together with low-level
ones. We found the language suitable for our needs,
although it has considerable overhead and Version 1
lacks adequate support and event-driven simulation.

Reusability is one of the objectives of this performance-
modeling work; both approaches yield reusable models
with other models in the library, written at the same level
of abstraction. It is possible that with the concrete
approach, performance models at different levels of
abstraction could be used together, but so far we have
insufficient experience with such combinations.

When doing performance analysis, the designer is
interested in collecting several types of statistical
information. In order to collect latency information, both
approaches have all the models propagate transaction
identifiers to all of the cores with which they
communicate. The two approaches collect statistical
information quite differently. In the concrete approach,
utilization information is collected centrally, while in the
abstract approach, each model is responsible for collecting
its own relevant utilization and queue statistics. Collecting
statistics centrally places less of a burden on the model
writer, since they are collected automatically with every
state transition, but it is more expensive in terms of run
time. In the abstract approach, the model writer has to
decide when a core is busy or available and has to put in
the appropriate code to collect utilization information.

The speed of performance simulation is an important
factor, since run times for large designs with complex
workloads can take hours. In speed-comparison tests, the
abstract approach proved to be about 100 times faster
than the concrete one. This is due to explicit scheduling,
larger granularity of atomic action, and no overhead for
central collection of statistics. The particular programming
language used was not a significant factor in execution
speed.

Validation
As part of the evaluation of our performance modeling
approaches, we compared our models with the
performance of existing hardware. The hardware was a
network processor similar to the one in Figure 5. It was
running the GNU/Linux** operating system to reroute
Internet packets. Its throughput was measured during
continuous processing of packets of constant length.

Seven measurements were performed for packet lengths
ranging between 64 and 1518 bytes.

Our performance models were composed from the
individual core models plus their parameters, such as bus
widths, memory latencies, etc. Unfortunately, one key
parameter, the number of cycles spent by the processor
in routing one packet, was not available. We therefore
estimated this parameter by matching our models with one
of the seven data points and then comparing the results
on the remaining six.

The differences were less than 10% of the measured
throughput, with the exception of a 14% difference at one
point. The match was best for the very small packets in
which the processor is the bottleneck and for the very
large packets in which the line speed is the bottleneck.
The discrepancy was largest for the intermediate-size
packets. In addition, we observed differences between the
two models of less than 3%, with the exception of a 6%
difference for one point. More measurements and analysis
are needed to understand and potentially correct these
differences. Overall, we found the results of this initial
measurement and comparison to be quite encouraging
for such high-level models.

8. Floorplanning
For the task of floorplanning, we are using existing
floorplanning capabilities that are based on an earlier tool,
the Hierarchical Design Planner (HDP) [23]. In addition
to the support typically required for floorplanning high-
performance ASICS, SoC design as proposed here requires
some specific extensions because (due to the early nature
of the work) details may not be completely available
for the design being evaluated.

The first extension deals with the chip image planned
for the SoC implementation. Typical ASICs use a
predefined image, selected from the technology library,
that prescribes a size, a maximum layer set, placement
patterns, power distribution patterns, and I/O patterns.
For the early work described here, this may not be the
case. In fact, one of the objectives of this early analysis
may be to determine the actual size of the die required to
contain the design. Thus, the floorplanner must work with
a minimal set of image information and provide a method
of estimating the overall chip area and die size.

For early design, when an RTL description may not be
available, a facility is needed to “assert” properties of the
design. Both Coral and the HDP provide command-level
capabilities for asserting such properties. We intend to
converge these two efforts into a single offering, which
will have the Coral capabilities for defining the design
structure encompassing the components and their
interconnects and will also allow designers to assert areas,
min/max form factors, latch counts (for clock planning),
and current (for power distribution analysis), as well as
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assigning terrains and operating voltages, for each of those
components. In addition, because Coral and HDP share a
common run-time environment (including an integrated
data model), the capabilities offered by Coral for
constructing the system-level description of the design
should be reusable during design planning in case
designers want to work more from the physical view.

By the time the floorplanner typically sees an ASIC
design, the original bus-level interconnects have been
broken out into their corresponding scalar equivalents.
This will not be the case for this early SoC evaluation.
The floorplanner must handle the simplified master
interface bus-level connections as well. This will affect
primarily the floorplanning, pin assignment, and global
wiring capabilities to consider the “width” of the
connections while completing their respective tasks, but
may also have an impact on other, lesser functions offered
by the floorplanner. The floorplanner may also have to
provide the option of dissolving the bus-level connections
into their constituent scalar representations while
maintaining the original bus-level correspondence, if the
designer needs to perform a more detailed analysis of the
individual connections (for example, for pin assignment or
wirability evaluations).

In addition to these capabilities, the floorplanner would
also need to offer the more traditional types of ASIC-
oriented functionality, including

● I/O planning – handles the chip pin assignment and I/O
circuitry placement capabilities.

● Area estimation – used to size the chip and components,
especially the “soft” and “asserted” cores, most likely in
a bottom-up manner.

● Floorplanning – used to arrive at an optimal placement
and form factors among the I/Os and components.

● Clock planning – aimed at creating the necessary clock
redistribution network at the chip level along with its
corresponding placement, from the actual or asserted
latch counts.

● Power planning – intended to ensure a viable power
distribution network for the design, including any
necessary insertion/placement of decoupling capacitors,
etc.

● Macro pin assignment – automatic capability for
positioning the soft/asserted macro pins around their
respective three-dimensional outlines after a viable
floorplan has been achieved, in preparation for global
wire planning.

● Global wire planning – used to generate estimates or
actual global routes for the chip–macro or macro–macro
connections, primarily to facilitate performance analysis.

● Manual editing – used to manually modify or view the
state of the floorplan at any point in time.

9. System-level power estimation
There have been many attempts to estimate the energy
used in a particular system design at all levels of
abstraction. At the lowest levels the estimates are quite
accurate, but these methods can be used only when a
design is complete and the application is well documented.
At the gate level of abstraction, each gate is pre-
characterized for power and the total power is then
calculated on the basis of switching activity of nodes
in the design, which is obtained by simulation or in a
probabilistic manner. Power estimation at the register-
transfer level is similar to that used at the gate level; the
primary difference is the complexity of pre-characterizing
each component for power. Several methods have been
tried, including characterization through extensive
simulation and the use of lookup tables or analytical
functions to summarize results [24]. However, these
approaches are not appropriate for core-level abstraction
because of the complexity of modeling and estimation.
Specifically, modeling and estimation of power
consumption with actual input and/or output patterns and
their characteristics are neither feasible nor necessary in
core-level abstraction. A state- or mode-dependent power
model may be appropriate for cores instead of a pattern-
dependent one [25].

Another difficulty associated with system-level power
estimation comes from the fact that an increasing number
of cores are designed with power in mind, and this is
expected to continue into the future. This is made possible
by techniques which include clock gating and exploiting
multiple clock frequencies, supply voltages, and threshold
voltages. Since many of these techniques are dynamic in
nature, power estimation requires knowledge of the run-
time behavior of the system, which is difficult to obtain
because of the many unknown factors, as described in
Section 3. As an example of clock gating, consider the
PLB–OPB bridge core that enables transfers of data
between the PLB and OPB under the direction of PLB
master devices. Power consumption within the core is
reduced by gating the clock to all latches internally. A
sleep request signal is asserted by the core to indicate
when it is permissible to shut off its clocks, and this signal
is dependent on a PLB request status that is provided by the
PLB arbiter core. The sleep request signal is passed to a
power-management unit, which actually decides whether
the bridge core can “go to sleep.” This is an example
of the signal flow that eventually leads to the change of power
state of one core.

To cope with the issues explained above, we now discuss
an example of a first-order system-level power-estimation
method when each core has a capability of clock gating.
First, each core is decomposed into a clock-distribution
portion, including clock splitters and latches, and a
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portion of combinational logic. The clock splitters are
100% active as long as the PLL is running continuously.
Combinational logic incurs much lower activity, usually
around 10%. Thus, the remaining unknown is the activity
of latches, which is dependent on the power-management
unit. Once the activity of the power-management unit is
provided, this can be combined with technology-dependent
parameters of each core to determine the average power
consumption of the cores. The total power consumption of
SoC should be estimated on the basis of the sum of the
power consumption of cores, global clock distribution
networks, storage components, pads, and so on.

10. Summary
For designer productivity to keep pace with advancing
silicon technology, the methodology and tools for chip
design must be raised to the system level. Early analysis
tools are particularly critical in enabling SoC designers
to take full advantage of the many architectural options
available. While commercial tool providers are showing
increased interest in SoC design, their tools depend on a
top-down approach that requires the SoC designer to fully
define the function of a product, repeatedly decompose
functions into smaller subfunctions, and then map those
subfunctions to available hardware cores—a last step
that can be very difficult. Instead, SoC designers need
an early analysis environment with a few key early
analysis tools—performance analysis, floorplanning,
and power estimation—all centered on a core-based
design process, in which the SoC designer defines
function by directly selecting and assembling cores.

We have described a new approach to generating SoC
performance-analysis models directly from a system-level
diagram and a library of reusable core models. Selecting
the appropriate level of abstraction is very important; we
have examined two distinct approaches to implementing
core models showing different characteristics. The
feasibility of the approach was demonstrated by applying
it in three different application areas: communications,
storage, and video products. As a result, we have been
able to rapidly develop SoC performance models that
provide important insights into bottlenecks, which were
the basis for devising and validating design modifications.

It is important that performance analysis and the other
early analysis tools be integrated with a predictable RTL
design methodology to ensure an efficient hand-off and
a strong correlation between predicted and final results.
More research is needed here to refine our system-level
representation and the accuracy of the early analysis tools.
The establishment of a system-level design representation
and accurate system-level analysis tools sets the stage for a
new family of system-level optimization tools. Such tools
can examine a proposed interconnect scheme, suggest
alternatives such as split buses of a cross-point solution,

and show the resulting change in performance, power,
or chip area. With further refinement, we believe this
capability could be used by SoC design teams to
dramatically improve their overall productivity and
quality of results.
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