ADVANCEMENTS IN DIGITAL SIGNAL PROCESSING TECHNOLOGY ARE ENABLING
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ITS USE FOR INCREASINGLY WIDESPREAD APPLICATIONS. DEVELOPERS WILL BE

CHALLENGED TO USE THIS PROCESSING POWER TO ITS UTMOST, WHILE

CREATING NEW APPLICATIONS AND IMPROVING EXISTING ONES.

e e e e oo During the past decade digital sig-
nal processors (DSPs) have hit critical mass
for high-volume applications (Figure 1).
Today, the entire digital wireless industry
operates with DSP-enabled handsets and base
stations. The mass-storage industry depends
on DSPs to produce hard-disk drives and dig-
ital versatile disc players. Ever-increasing num-
bers of digital subscriber line and cable
modems, line cards, and other wired telecom-
munications equipments are based on DSPs.
Digital still cameras, hearing aids, motor con-
trol, consumer audio gear such as Internet
audio are just some of the many mass market
applications in which DSPs are routinely
found today. More specialized DSP applica-
tions include image processing, medical
instrumentation, navigation, and guidance.
With the growing importance of DSPs and
their applications, it seems appropriate to look
at the changes occurring in these devices and
to hazard a few guesses about where DSP inno-
vations will lead in the opening decades of the
new century. The continued growth of DSP-
enabled applications will depend on develop-
ments in several areas of technology: the
underlying manufacturing processes, the DSP
core and chip architectures, and the software
for development and applications. An addi-
tional factor, and the most difficult one to
anticipate, is innovation. In a few years, design-

ers will be dealing with DSPs that integrate
hundreds of millions of on-chip transistors and
deliver performance measured in trillions of
instructions per second. (See 1999 IEDM short
course on system on a chip by author, available
for sale at http://shop.ieee.org/store.) Deter-
mining how to use that processing power effec-
tively will require imagination that goes beyond
conventional engineering methodologies.

Why have DSPs done so well in the last few
years? The DSP phenomenon is part of the
overall microprocessor success story, and it
must be seen in that light. Like the high-end
reduced instruction set computing (RISC)
engines used in computers and the medium-
range RISC microcontrollers in embedded
systems, DSPs are becoming increasingly dif-
ferentiated, designed to handle the processing
tasks of specific types of applications. This
trend will continue with all microprocessors in
the years ahead, and it will be responsible for
much of the future success of DSPs.

A specialized architecture

Although DSPs are similar to RISC engines
in some respects, they’re fundamentally dif-
ferent in other ways. These differences date
from the earliest microprocessor architectures,
and they’ll continue to influence the devel-
opment of DSPs and their applications in the
years ahead. Essentially, DSPs are designed for
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number crunching. Early computer theorists
realized that many interesting mathematical
functions could be performed by a series of
high-speed multiplications and additions."
Since many of these math functions are use-
ful for transforming and manipulating analog
signals in the digital realm, a machine that
would perform them efficiently would be
extremely valuable as a DSP. Accordingly, cer-
tain microprocessor architects designed their
processors around hardware dedicated to per-
forming multiply-accumulate functions, and
DSPs were born.>*

Initial DSP designs borrowed another idea
from early computer research as well. The first
microprocessors,” like the computer central
processing units that preceded them,
employed a von Neumann architecture,’ with
a single bus and a unified address space for
both data and instructions. However, at one
time a research team at Harvard, in designing
Eniac, had proposed a different architecture
that used separate buses and address spaces for
data and instructions. DSP designers seized
on the Harvard architecture, with its separate
buses, but they used the idea in a novel way.
In addition to adding a bus for instructions,
designers provided separate buses for each
multiply-accumulate operand. Thus, data and
instructions could be loaded and a complete
multiply-accumulate performed during every
cycle. Since designers accepted the value of
unified address space, they didn’t split instruc-
tions from data in the main memory, though
caching schemes introduced later often keep
small amounts of data and code separate in
on-chip memory. This modified Harvard
architecture has been an integral part of DSPs
ever since, even though today’s architectures
may include a number of functions that the
original computer researchers couldn’t have

imagined in their wildest fantasies.”

Deterministic operation

Since DSPs are used for processing continu-
ous signals that come from, and often go back
into, the real world, they’re constrained to oper-
ate in real time. This constraint is another key
difference between DSPs and other micro-
processors, not only in application, but also in
the underlying architecture. Every signal-pro-
cessing task operating on a DSP must be deter-
ministic. That is, the time it requires to finish
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cessing because they’re interrupt driven. For-
tunately, today’s DSPs offer so much
performance overhead that they can handle
deterministic signal-processing tasks during
regularly scheduled periods, then deal with
interrupts and other non-real-time tasks dur-
ing the intervals between these periods.

Architectural changes

Increasingly, DSPs and other types of micro-
processors have borrowed structures from each
other, so that the line sometimes seems blurred
where one type of processor leaves off and
another begins. DSPs have become more sup-
portive of the types of functions traditionally
performed by microcontrollers and high-end
RISC microprocessors. Interrupt support,
which is critical to multitasking in embedded
control systems, is now a regular feature of
many DSPs that are meant to combine con-
trol and signal-processing functionality in a
single device. Direct memory access control
and various types of input/output peripherals
are also routinely integrated into DSPs to pro-
vide the system-level support needed in a sin-
gle- or satellite-processor application.

Two-level cache memories have been adapt-
ed from high-end RISC engines for the special
requirements of DSPs. The two-level cache
architecture makes a relatively small on-chip
memory look like a much larger one to the
core—enabling extremely fast DSPs to oper-
ate without outstripping the data available at
a given time. At the same time, the cache
design, coupled with the sheer speed of the
DSP, provides enough configuration flexibil-
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Figure 1. DSP market size (source: Forward
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Figure 2. Combining software and hardware for the lowest
cost system design. Cost can be defined in terms of financ-
ing, design cost, manufacturing cost, opportunity cost, power
dissipation, time to market, weight, size.
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ity and performance overhead that system
designers can maintain the determinism they
need for critical signal-processing tasks.

Greater parallelism

The most far-reaching recent innovation,
though, is the introduction of very-long-
instruction-word (VLIW) architectures to
DSP cores. VLIW architectures are inherent-
ly parallel, providing multiple data paths for
performing multiply-accumulates and other
operations simultaneously. The introduction
of Texas Instruments’ TMS320C6000 core in
1997, the first DSP core based on a VLIW
architecture, immediately raised the perfor-
mance ceiling for DSPs by an order of magni-
tude. Top-flight DSP performance was no
longer measured in hundreds of millions of
instructions per seconds (MIPS), but in thou-
sands of MIPS. A similar jump also occurred
to million multiply-accumulates per second,
the critical benchmark for number crunching.

When a VLIW architecture is supported by
a carefully tuned C compiler, the powerful
performance of the DSP engine becomes both
highly efficient and easy to use. Programmers
who have little familiarity with DSPs can then
write code quickly without becoming famil-
iar with the instruction set and underlying
mechanics of the processor. A two-level cache
memory also enhances ease of use by elimi-
nating the need to micromanage the move-
ment of data on and off chip. Since DSP
assembly code is often seen as intimidating by
noninitiates, the availability of straightforward
compilers designed to use the underlying
hardware most efficiently has made DSP
development much more approachable for the
vast pool of C programmers.

These changes have initiated a shift in DSP
system development from hardware to soft-
ware, a trend that will continue as DSP per-
formance rises to much higher levels, and
software tools become easier to use and famil-
iar to larger numbers of programmers. Devel-
opers are finding that they can get more
performance out of their systems earlier in the
development cycle by using high-level lan-
guages than by doggedly handcrafting every
routine in assembly to squeeze the last possible
drop of performance from the DSP engine.
Development time is already more valuable
than MIPS, and the ratio is rising (Figure 2).

VLIW architectures have been criticized for
enlarging programs by adding parallel instruc-
tions, but new DSP designs incorporate fea-
tures that keep down code size. These features
include single-instruction, multiple-data
instructions and variable-length instructions
that enable multiple instructions to be packed
into the same stored word. Like performance,
though, memory array sizes continue to
increase geometrically, so the issue of code
storage space will become less critical over
time even though it will always be important.

Scalable increases in performance

VLIW architectures demonstrate that it’s
possible to continue to increase DSP perfor-
mance by adding more multiply-accumulate
data paths. Essentially, VLIW parallelism builds
on the two structures—multiply-accumulates
and multiple buses—that distinguished DSPs
from other microprocessors from the very
beginning. As long as the memory subsystem
is designed to keep up with the core in through-
put, and as long as the compiler is sophisticat-
ed enough to handle the complexities of a
massively parallel pipeline efficiently, architects
can keep adding extra multiply-accumulates
and supporting buses to increase performance.
Although core designs are far too complex to
append data paths as merely modular addi-
tions, the overall effect is similar to just snap-
ping on more pieces. Future DSP architectures
will make use of this scalability as a straight-
forward approach to increasing performance.

Experts like to speculate about what new
structure will introduce a performance boost
comparable to the one provided by multiply-
accumulates and multiple buses twenty years
ago. Right now, though, there’s no new, alto-
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Figure 3. Power dissipation trends. The Gene's Law (named by the author) trendline follows
that of Moore's Law in that DSP power dissipation per MIPS halves every 18 months.

the right time for the right applications.
Obviously, these trends are continuing.
Current projections by Texas Instruments are
that by 2002, a 5-million-transistor DSP that
provides 5,000 MIPS will be priced at just
$1.50 and will consume 0.1 mW/MIPS. Ten
years later, a DSP with 50 million transistors

capable of achieving 50,000 MIPS will cost
just 15 cents and run on 1 nanowatt (nW) per
MIPS (Figure 3). During this time, operating
frequencies are predicted to zoom to more
than 10 gigahertz. These figures seem incred-
ible, even in an industry accustomed to
breathtakingly rapid changes.
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Table 2. DSP integration through the years
(typical device capabilities).
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Process challenges

In some ways, of course, these figures are
indeed incredible. Road maps don't indicate
the sweat, and sometimes panic, involved in
going from one technology node to the next.
Today, advanced DSP cores are manufactured
with 0.15-micron transistor gate widths, and
core operating voltages are at 1.5 V. Soon, gate
widths will reach 100 nanometers (or 0.1
microns) and core voltages of around 1 V.
According to data from Texas Instruments,
road map projections call for gate sizes to
diminish to 20 nm in a decade and core oper-
ating voltages to 0.2 V (Table 2 and Figure 4).

It’s not yet clear how gates smaller than 50
nm will be made, since unwanted electron
migrations through barriers at that scale are still
a problem. Similarly, there are extremely com-
plex problems to be addressed in the multiple
layers of interconnect overlying the silicon. The
capacitance and inductance caused by six or
seven layers of metal conducting signals ac hun-
dreds of megahertz—soon gigahertz—is a big
problem. The changeover to copper from alu-
minum interconnects has bought a few gener-
ations of security for on-chip continuity,
though even the greater density of copper will
not conduct reliably indefinitely as intercon-
nect traces become thinner and thinner. These
are only a few of the manufacturing challenges
facing DSP suppliers as they look at the gener-
ations of technology ahead of them. Yet the
physical limit of IC technology has always
appeared to be about five years, or two process
generations, in front of us. Chip technologists
take it on faith that physicists will solve the
materials problems by then. So far, their faicth
has been rewarded.

DSP optimization vectors

Manufacturing processes indirectly affect
us all, but they aren’t at the top of the list of
concerns that a system developer has in eval-
uating a DSP for a specific design. While there
are many considerations that enter into the
evaluation process, the ones that matter the
most are the three Ps: price, performance, and
power consumption. System developers’
requirements force DSP vendors to treat the
three Ps as the key vectors of device opti-
mization. Stated a different way, at any given
process node, DSP vendors tend to optimize
their products for low-cost, high-processing
speed, or low-power operation depending on
application needs. Taking any one of these
vectors to an extreme means some degree of
sacrifice from each of the other two.

For example, keeping costs down usually
means keeping die sizes small by minimizing
functional integration, which in turn tends to
slow down throughput and hobble perfor-
mance. Although a smaller chip may consume
less power at a given time, if it takes longer to
perform operations, it may consume more
power overall than a larger chip. Another way of
keeping costs down is by rescaling older, slow-
er DSPs to gain the speed advantage of smaller
transistors in a leading-edge process. But since
simple rescaling doesn’t optimize the design to
take advantage of the new process node, per-
formance, though improved, is not maximized,
as it would be with a redesigned chip.

Optimizing for performance, power,
consumption

The other two vectors, performance and
power consumption, are inseparably linked at
the transistor level. As CMOS process nodes
advance, smaller transistors require less volt-
age to drive them, which means less power
consumption. Lower voltages also tighten the
gap between high and low state thresholds,
enabling faster transitions that speed up
switching and raise overall logic performance.
In addition, since more small transistors can
be packed in the same space than large ones,
there’s room on the chip for extra logic func-
tions, larger memory arrays, additional buses,
and so on that serve to increase performance.

The fastest transistors must achieve the
absolute minimum in transition times between
the on and off states. To accomplish this, the
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Figure 4. Silicon technology, the driver behind DSP process advances: a 0.1-micron transistor

(a) and a copper interconnect (b).

transistors stay at the verge of entering their
transition states. Just as a water faucet would
be inclined to leak slightly if it were kept at the
verge of opening all the time, the transistors
are inclined to leak current slightly. These leak-
ages are negligible in individual transistors, of
course, but when multiplied by millions of
transistors on a die, they become significant in
aggregate. With modifications in the process,
the same transistors can be designed to shut
tight to conserve power. However, they take
slightly longer to build up or bleed off the field-
effect capacitance that gates the transistor to
its off and on states. Again, these delays asso-
ciated with capacitance are negligible for indi-
vidual transitions, but they add up.

Architectural techniques for diminishing
chip power consumption include distributing
address control for memory accesses through-
out the chip, turning core internal functions
and peripherals off when they’re not in use, and
reducing the number of cycles required for data
reads and instruction fetches. These and other
techniques have shown excellent results for
reducing power consumption and are thus
extremely useful for battery-operated applica-
tions. Texas Instruments’ TMS320C55x archi-
tecture, for instance, has used all of these
techniques to achieve five times the perfor-
mance per unit of power consumption over its
earlier TMS320C54x architecture, which was
already extremely power conservative.

Like the architectural functions discussed
previously, the three P vectors enable the dif-
ferentiation of DSPs. Today, DSPs based on
leading-edge processes are increasingly
designed to meet the requirements of either

high-performance systems such as multi-
channel base stations and line cards, or low-
power systems such as wireless phones. Note
that these high-performance applications still
need to conserve power to whatever extent is
possible to pack as many channels into the
tightest space that the heat dissipated will
allow. Similarly, the low-power applications
still require a high level of performance. The
important point here is not that either per-
formance or power consumption is maxi-
mized, but that the device is optimized for the
best trade-off between these vectors for the
intended application. The C55x and C64x
architectures serve as a good illustration that
the same process node can be optimized to
achieve either good performance with
extremely low power consumption, or rea-
sonable power consumption with outstand-
ing performance, depending on the
application requirement.

Greater integration of analog functions
While new processes can be optimized for
low cost, the most cost-efficient solutions tend
to trail by a process node or two. This is
because when cost is the most important
design criterion, mature technology usually
offers solutions that are already available.
Mature process nodes also lend themselves to
the integration of analog functionality, such as
power CMOS and bipolar drivers, that require
extra mask layers in manufacture. Thus, older
logic processes remain valuable to system
designers because chip vendors increasingly
exploit their capability to integrate more types
of system functionality onto the same chip.

NOVEMBER—DECEMBER 2000

]



[EEE MICRO

Figure 5. Cellular phone baseband system on
a chip featuring a 100- to 200-MHz DSP plus
a microcontroller unit, ASIC logic, dense
memory, and analog functions.

This helps to reduce component counts, lower
costs, and minimize space and weight. As a
vector driving product differentiation, cost effi-
ciency serves as both a spur and a limit to the
integration of new types of functionality.

To date, analog integration capabilities have
been used more in data converters and other
supporting chips than in the DSPs themselves.
But as future DSP performance outstrips the
signal-processing needs of many relatively
simple applications, mature CMOS nodes
that provide possibilities for greater analog
integration along with the processor will
become increasingly important, especially for
applications where space is at a premium. Sys-
tem-on-a-chip technologies already exist, of
course, but in the future these will extend to
include analog functions that have been
impractical to integrate previously (Figure 5).

Future uses of DSPs

Shrinking process geometries are driving
designers relentlessly toward larger, faster
DSPs that cost less and consume less power
per MIPS. Application requirements are forc-
ing differentiation into architectures opti-
mized for the three P value vectors. Assuming
that the industry can achieve its manufactur-
ing goals for the upcoming decade, what kind
of applications will be using DSPs?

To begin with, current applications will
become increasingly pervasive and gain
increased functionality. For instance, hearing

aids will appear that not only bring hearing
back to normal but also raise it to a better than
normal level. A hearing aid might let some-
one isolate a single conversation with anoth-
er person in the midst of a crowded, loud
room. Digital television will become highly
interactive, letting viewers watching a com-
mercial or show click on a product, actor, or
whatever and get more detail about that thing
or person. Portable electronic equipment will
become smaller, lighter, and more personal,
letting people hold video conversations and
routinely access the Internet from anywhere,
among other things.

The most exciting devices, of course, are the
ones that haven’t been invented yet, or that have
been developed for one kind of use but haven’t
been applied in other areas yet. For example,
speech recognition technology might enable
handicapped people to drive cars or to operate
other machines by voice alone. Powerful
processors might be used as medical implants,
replacing or supplementing neural tissue while
running only on body heat. Since signal pro-
cessing and control will be inexpensive enough
to introduce into just about any kind of equip-
ment, vending machines may do away with
buttons and simply accept spoken requests.

A need for ideas

In fact, with performance measured in tril-
lions of instructions per second and miniscule
power consumption, all costing just pennies,
the biggest future challenge the industry faces
may be how to use the potential of DSPs intel-
ligently. In other words, will developers even-
tually run short of ideas? This may seem a silly
question at first glance because developers have
always been able to create something new with
greater performance. But, assuming that the
fundamental technology continues to advance
as planned, the problem of where to get new
ideas may loom sooner than anyone anticipates.

Consider what it will take to develop soft-
ware for these new generations of DSPs. Today,
integrated development environments, high-
level-language support tools, and modular soft-
ware from third-party vendors make it possible
to develop DSP applications much more easi-
ly and quickly than ever before. So far, software
development has focused on building systems
on a task-by-task basis—with detailed analysis
of how the code for each algorithm functions



in system operation, and reprogramming as
needed. Today’s DSPs give designers just
enough performance to create a cellular phone
or an asymmetric DSL modem comfortably,
without very many MIPS left over.

What will happen when the DSP in a wire-
less handset offers enough performance for
twenty cellular phones yet is inexpensive
enough and draws little enough power that it
is still the best choice for the system? What
abouta DSP in a refrigerator motor that could
control a hundred such motors? Will devel-
opers know how to use all that potential, or
will they let it go to waste?

New development methodologies needed

Whatever they do in the future, develop-
ers won't be writing software in the same way
they do now because they won’t need to
painstakingly rewrite code to shave a few
cycles here and there. By then, many of the
algorithms that currently require major devel-
opment efforts will be textbook stuff; as fixed
as elementary logic and control structures are
today. By then, designers will treat entire sys-
tems as the modular building blocks of new
megasystems.

To some, a word like “megasystem” might
connote a Rube Goldberg type of machine,
connecting everything from a cellular phone
to an intelligent ice crusher in a single sys-
tem, and letting users call home from the free-
way and have a martini ready by the time they
get there. But if the performance will soon
exist to accomplish such crazy but useless
tasks, what kind of crazy but useful things
will it also enable? Whatever the answer, the
tools don’t exist today that will enable build-
ing megasystems, and the engineering
methodology isn’t in place that will enable
developers with visions of those megasystems
to make them a reality.

Alcl of this speculation comes back to a single
entral issue: how much imagination will
it take to make use of the DSP processing
power we will have available in the next ten to
twenty years? Advances in manufacturing
processes; architectural developments; software
innovations; DSP differentiation for the opti-
mization of performance, price, and power

consumption are all factors driving DSPs to
become so powerful as to make them ubiqui-
tous in the future. DSPs could provide intelli-
gence for every system that transforms one kind
of input to another kind of output. With such
processing power ahead of them, what will
developers have to do to keep pace? HCRD
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