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Explosive Data Growth: the “ Content Big Bang”

A recent Study conducted by the School of Information Management and Systems
(SIMS) a the Universty of Cdifornia, Berkdey finds that explosve growth of
information is only beginning. According to the sudy, humankind will generate more
origind information over the next three years than was created in the previous 300,000
years combined. The study estimated that in 2001, 6 exabytes (EB)! of new information
will be generated. According to the study, that number is expected to double every year.
This number only countsthe initid copy and does not include replicas.

Busnesses, Service Providers, and Governments will need to manage tremendous
amounts of information. The difficulty will be in managing this information effectively.
This is no easy tak. Our ability to sore and communicate information is quickly
outpacing our ability to search, retrieve and present it. Information access, management
and mohility may turn out to be three of the mgor chalenges of the new century.

Business | mplications

The business implications are profound, especidly for organizations for which the focus
is increedingly on large or rich content, such as Internet, telesdes, video dreaming,
medica imaging, CAD/CAM and numerous other gpplications. In these environments,
very large files need to be shared by a multitude of users. This is typicdly what Network
Attached Storage (NAS) has handled over the IP network. For the vast mgority of
traditiond file sharing gpplications, NAS has been and will continue to be the preferred
solution.

But because of today’s business requirements, the increasing richness of data and the
coming exploson of information, some NAS-based applications are reaching their
bandwidth limits. Even the expected improvements in Ethernet bandwidth will not solve
the dilemma. Frequent updates and much larger user populations stran NAS capabilities
even further. Storage Area Networks (SANS), on the other hand, provide the performance
and scdability that the rich content explosion requires. SANs, however, lack file sharing
capabilities.

This white paper explores a new approach that combines the file sharing of NAS and the
peformance and scdability of SAN and describes an EMC product, HighRoad, that
implemerts this approach.

Actual Cases: Terabytes of Data, Millions of Files, Millions of Users
The Internet and other changes in technology have dradticdly increased the scae on

which files are managed on behdf of multiple users and shared across networks of
computers.

1 An exabyte is a billion megabytes. Thisis 1,000,000,000,000,000 bytes, or 10%° bytes. If stored on a stack of
personal computer diskettes, the stack would be more than 2000 miles high.
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Electronic retailing. For example, an eectronic retaller which presents its products to the
public via 24-hour video programming has an online repodtory of thousands of files
Each file contains an hour of video and occupies 400 megabytes d storage, for a totd of
about 3 TB/year. Users within the company access the video files — in conjunction with
other data — as they andyze which offers were successful and why: did we sell more units
of product x when it was presented by a woman or by a man?  When the sgtting was
indoors or outdoors?

Web service with dynamic content. An Internet service provider has a large file
frequently accessed by its millions of us's. The file contains information thet is updated
throughout the day. The file is over 100GB. The company operates over 100 web servers
which must have continual access to the content of the file so that dl online users can
bendfit fromiit.

The cumulative effect of dl
NAS New Approach the requests from al of the
Shared Files . Shared Files web serversisan
Fixed Capacity . Scalable Capacity eXtrmrdi na|ly hg‘]
TCP/IP - Block I/O protocols workload on the shared file
o Network speeds . Fibre channel speed repository.
8 3_7 Impact. The combined
3 SAN impact of theseincreasesin
- Nosharedfiles scaeisremarkable. The
gfa' itl"/gcspatc'tyl total volume of datato be
oC rotocols
Fibre channel/SCS| moved from ;torage tothe
user community is
speeds -
thousands to millions of
Scalability & Performance times larger then
Figure 1: Convergence Requirements of Emerging Applications ~ compareble volumes of a

few years ago.
SAN isbest for DB and Other Transaction-Oriented Applications

A Sorage Area Network (SAN) is the technology of choice for high performance
gpplications that manage their own, typicaly large, data spaces. The SAN architecture
provides flexibility in physica placement of data and fast direct access to any Specific
record or small set of records. SAN is often used for high-performance database access
and transaction processng. Though SAN ddivers high performance and scalability for
shared storage resources, it does not provide for sharing of files among hodts.

NAS is best for Applications Requiring Shared Accessto Files

NAS, Network Attached Storage, provides for the sharing of individud files among
multiple, often heterogeneous, hosts on a network. NAS includes concurrency controls
(typicaly locking) to protect the integrity of the files in the presence of reading and
writing by multiple users. However, as reguirements continue to grow, NAS
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architectures are increasingly vulnerable to performance and scaability problems due to
network overhead and bottlenecks. The requirements of today’s networks — with ther
dynamic, content rich files, large user populations and large numbers of files — are
pushing the bandwidth limits of NAS products.

The business gpplications described in the examples above are driven by a need to share
access to the same large files. What is needed now is an gpproach that provides the file
sharing function of NAS combined with the performance and scdability of SAN, as
shown in Figure 1.

EMC has introduced a software product, HighRoad, which ams to provide exactly this
convergence of SAN and NAS. HighRoad combines the file sharing, locking and
amplicity of NAS with the high peformance and speed of SANS, creating one unified
sorage network. It facilitales direct channd access from multiple clients to sngle
instances of data

HighRoad: NAS Network Request, SAN Channel Delivery

NAS is the prefered dorage solution for shared access by large numbers of
heterogeneous clients to a sngle file. But, many file-sharing gpplications demand greater
performance than sandard NA S file servers can deliver.

Figure 2: HighRoad Features HighRoad addresses this
- Multi-Path File System: over channels and networks probl'em with new

- Multi-Protocol File System: standard file access protocols NFS & CIFS function currently

- Multi-Ported File System: direct, concurrent, NAS and SAN access avalable onEMC's

- Data access approaching local disk speed for large file sequential access Cdearafile sarver.

- Heterogeneous clients share a single file system HighRoad increases data
- Highly available and scalable access performance by

- Transparent to applications .

- Dynamic routing bridges the NAS and SAN domains using Sq)aate

- Full file system functionality. mm'mfor werI

actions and data ddlivery.

o on The user/client requests

information from the Cderrafile server. HighRoad replies by ddivering information
directly to the gpplication over the high- performance Fibre Channd SAN, asshownin
Figure 3.

This topology optimizes both NAS and SAN, accderating ddivery of information to the
usr while placing the technical details behind the scenes. As a result, users benefit from
shared data access at channel speeds, reduced network traffic and improved performance
for applications that require many host servers to share access to very large daa files in
sequentia access environments.

Traditiond NAS environments provide for data sharing at the file levd by channding dl
data access and ddivery through a file server, which can limit both performance and

scaability in large file and/or rich content environments. Traditiond SANs dlow direct
access to datain a common storage pool, but offer no provison for data sharing.
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HighRoad: The New Approach to Networked Storage

The new gpproach implemented by HighRoad provides the opportunity to unify the
dorage infrastructure  while satifying growing requirements  for  performance  and
scaability in network file sharing.

Web servers
or other fileusers

IP Network

Data Delivered via Fibre
Control Channel SAN
& Data

Content

HighRoad NASFile Server ~ SAN Fabric EMC Storage Systems

Figure 3. The New Approach to Networked Storage

Cugomers usng HighRoad in production environments have measured large
performance improvements, when compared to NAS. Others have found that to be the
only way they could ddiver cetan new, misson-critica gpplicaions with the required
avalability and bandwidth. Some customers have dated that tasks that would previoudy
have taken days with traditiona techniques can now be completed on-ling a critica
difference in the fast- paced knowledge economy.

Performance and Scalability Measurements. In peformance tests aa EMC, the
HighRoad solution was compared to a NAS solution as shown in Figure 4. In dl cases,
client gpplications read a one gigabyte file. In the test represented by the leftmost bar in
the bar chart, Cdera was used in a NAS configuration and achieved a throughput of
about 20 megabytes/second. In the test represented by the middle bar, Celerra was used
in the HighRoad configuration and data was delivered to the dlients by means of a sngle
Fibre Channd path, resulting in a thregfold increase in throughput to about 60
megabytes/second. In the test represented by the right most bar, a second Fibre Channel
path was added to the HighRoad configuration, resulting in a further doubling of
throughput to 120 megabytes/second. Yet additional Fibre Channds paths can be added,
and ought to result in yet higher throughput, dthough a some point other limits may
comeinto play.

Thus, this particular tet demondraied a 3-6 times increese in throughput, when
compared to usng the same file server in a traditiond NAS configuration.  Similar tedts
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were conducted for both reading and writing files with record sizes ranging from 32 KB
to 1 MB, with amilar results.

Each of the companies mentioned in the cases above has adopted HighRoad to address its
requirements. Hereiswhat happened.

Megabytes/second | Elec'grorlic Retailing: Large File Use
2 Fibre Channels Multiplied, New Revenue Stream.
1201 This company, an early adopter of

HighRoad, deployed it initialy for
internal business use. Thisenabled
multiple business executives to view

1 Fibre Channel the files smultaneoudy whether they
601+ were in the same location or not. The
company saw immediate benefit in
multiplying the use of the samefiles
by agreat number of individuds,

saving the company time and gaffing
l costs. In the padt, the programming
0 was stored only on video tape.
NAS HighRoad Retrieva from the tape library was

Figure 4: HighRoad throughput is 3-6 ma?gd. Only one user a atirﬂe
times NAS throughput in one test could examine agiven tepe. These
files were not previoudy stored on
disk because NAS creates too much of a performance bottleneck and SAN does not alow
file sharing.

As a reault of success in its interna use, the company now plans to creste a new revenue
source based on the ability to rapidly serve large video streaming files to its Internet
customers. Large video files will be placed on the web ste for users to view and purchase
products described in the videos.

Web Service with Dynamic Content: Serving Content to Millions of Users. The
HighRoad solution enables the company to present the data to al the servers and ddiver
the 100GB file to each edge server 0 that, together, they can service the community of
millions of usars. The company saw mgor bendfits in the solution. The sysem is
scdable because servers dl share the same information; there is no duplication of data
across the network which alows better performance, fewer resources to manage the
sysdem. In addition, member services information is dways served up-to-date and at
channd speed. The company estimates thet this solution will cut their daffing cods
dramatically and improve performance by 3-6 times.

In summary, HighRoad is a solution bassd on new technology that provides high
bandwidth and highly available, shared access to data among many clients. It provides
direct, concurrent, and shared access to data alowing heterogeneous UNIX and Windows
NT clientshosts access via direct channels (SCSl or Fibre Channd). It increases data
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throughput by usng separate mechaniams for control data and file data. Control
(metadata) operations utilize the network. Data is transferred over the Fibre Channd
SAN.

Figure 5: HighRoad Typical Customer Environments

Customers with the following requirements:
- Applications requiring multiple host servers
- Shared access to large data files
- Primarily sequential storage access within files
Typical applications:
- Web hosting
- Media files
- Streaming video
- Advertising
- Image processing
- Satellite imaging
- Geologic/Seismic data
- Medical image processing
- Design applications
- CAD/CAM
- Software simulations/emulation
- Other applications
- Usenet news group
- Flat file databases
- Pre-press publishing
- Financialleconomic modeling Source; EMC Corp.

Conclusion

HighRoad ddivers a powerful new capability: NAS functiondity deivered with SAN
performance for applicable environments. It adso brings file sharing capabilities to SAN.
It provides a capability for very large numbers of users to readily share large files with
dynamic content. This new EMC solution will enable usars to share large files or rich
content on a large scde with large user communities, whether in e-commerce or
enterprise applications.

More efficient file sharing means delivering large or rich content files faster, developing
new applications sooner and getting them to market quicker. This can trandate into
sezing new market opportunities ahead of the competition, and increasng customer
satifaction, retention, and loyalty.

Recommendation. Winter believes that a large percentage of enterprises face extremely
rapid growth in the demands for file sharing across networks of computers, both inside
and outside of the organization. As a consequence, Winter recommends that
companies find the most manageable, scalable, and unified SAN/NAS networked
storage solution to satisfy enterprise requirements. Customers are therefore advised to
pursue storage strategies that address all of these requirements in an integrated
architecture.
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A leading center of expertise in very large databases,
Winter Corporation provides services in

research, consulting and education.

We help users and vendors understand their opportunities;
select their database and data warehouse platforms;
define and measure the value of their strategies, architectures and products;
plan, architect and design their implementations;

and manage their scalability, performance and availability issues.

Our focus is databases near, at and beyond the VLDB frontier.
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