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What is TOP500?

58th November

173

150
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Outline

1. TOP500 (LINPACK)
a) TOP10 lists from Nov’17 to Nov’21
b) Country distribution over the past 25 years
c) PU chip technology evolution in the past 25 years and since last year
d) Evolution of the accelerators since they were available
e) Analysis of some relevant systems and architectures

2. GREEN500
a) TOP10 lists from Nov’17 to Nov’21
b) Analysis of some relevant systems and architectures

3. HPCG500
a) HPCG vs. HPL: an overview
b) TOP10 lists from Nov’17 to Nov’20
c) Analysis of some relevant systems

4. HPL-AI
a) High-performance Linpack (HPL) and Artificial Intelligence (AI) workloads
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LINPACK benchmarks (HPL)

HPL measures the sustained floating-point 
rate (GFLOPs/s) to solve a dense system 
of linear equations using double-precision 
floating-point arithmetic
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Top 10 HPC systems
Nov’17 TOP500

3x systems in Top10
w/ Xeon Phi KNL
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Top 10 HPC systems
Nov’18 TOP500
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Top 10 HPC systems
Nov’19 TOP500

Frontera (TACC):
successor of Stampede2
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Top 10 HPC systems
Nov’20 TOP500

3x
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Top 10 HPC systems
Nov’21 TOP500

New in the TOP10 list
since June’21, with Zen3

Microsoft Azure,
pushed Frontera to 13th…



AJProença, Parallel Computing, MEI, UMinho, 2021/22 10

Analysis of the key systems in 2021

1. #1 in Nov’21 (#1 in Jun’20): Fugaku (Fujitsu A64FX, 48 cores), 
follow-up of 

#1 in Jun’11, K-Computer (SPARC64 VIIIfx, 8 cores)

2. #2 in Nov’21 (#1 in Nov’18): Summit (IBM POWER9, 22 cores +
NVidia Volta GV100) +Sierra, follow-up of

#1 in Jun’12, Sequoia (IBM POWER BGQ, 16 cores) 

3. #4 in Nov’21 (#1 in Nov’17): TaihuLight (Sunway SW26010, 260 c)

4. #6 in Nov’21: Selene (AMD Epyc Rome 64 c + NVidia A100)

5. #7 in Nov’21: Tianhe-2A (MilkyWay-2A) (Xeon, 12c + Matrix-2000 ),
follow-up of 

#1 in Jun’13, Tianhe-2 (MilkyWay-2) (Xeon, 6 c + Xeon Phi 31S1P)
#1 in Nov’10, Tianhe-1A (MilkyWay-1A) (Xeon, 6 c + NVidia Fermi)
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since Jun’20

Fugaku
1
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Fujitsu A64FX in Fugaku
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Fujitsu A64FX in Fugaku
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Tofu3:
6D mesh/torus interconnect 
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Fujitsu K computer 
(the Japanese word "kei" (京) means 10 quadrillion, 1016)

Jun’11: #1
Nov’11: #1
Jun’12: #2
Nov’12: #3
Jun’13: #4
Nov’13: #4
Jun’14: #4
Nov’14: #4
Jun’15: #4
Nov’15: #4
Jun’16: #5
Nov’16: #7
Jun’17: #8

Nov’17: #10
Jun’18: #16
Nov’18: #18
Jun’19: #20
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IBM POWER9 Summit
(Nov’19 #1 TOP500)

2
since Jun’20
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22-core IBM POWER9
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IBM POWER9 + NVidia V100
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Summit/Sierra node architecture
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IBM Power BlueGene/Q Compute (Sequoia)

Jun’12: #1
Nov’12: #2
Jun’13: #3
Nov’13: #3
Jun’14: #3
Nov’14: #3
Jun’15: #3
Nov’15: #3
Jun’16: #4
Nov’16: #4
Jun’17: #5
Nov’17: #6
Jun’18: #8

Nov’18: #10
Nov’19: #12
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Sunway TaihuLight
(#1 in June’16 TOP500)
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Overview of the Sunway TaihuLight System

3

since Jun’20
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One cabinet
with 4 Supernodes

One Supernode 
with 32 boards

One board with 4 cards,
2 up & 2 down

Sunway TaihuLight
(#1 in June’16 TOP500)
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SW26010 chip with 
4x NUMA Core Groups (CG).
Each CG follows a hybrid approach:
• 1 fat-core (MPE) for serial work,

OoO execution, superscalar, L1 & L2
• 8x8 grid of skinny-cores (CPE),

L1 private & L2 shared by the grid
• all cores are 64-bit RISC PU and 

all support 256-bit vector instructions

One card w/ two PU devices (two SW26010 chips)

Sunway TaihuLight
(#1 in June’16 TOP500)

SW26010 
chip

4x Core Groups
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The new Sunway OceanLight supercomputer
(April’21, not submitted to TOP500)
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• Based on the chip SW26010Pro
• 6x CG, each 1x fat-core & 4x4 mesh of 4 CPE 
• overall 390 cores  

( = 6 x (1 + 64) ) 
• mem controller at each CG 

accesses 16 GiB DDR4 
with 51.2 GiB/s bandwidth

• each chip: 
accesses 96 GiB DDR4
with 307.2 GiB/s bandwidth

• Single-socket nodes

• More nodes, more cores:
from 7.6 millions cores to
over 41.9 millions cores!

6x 
core-groups (CG)

In the original design: 8x
leading to 520 cores
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Overview of Tianhe-2A
(#1 in June’13 TOP500)
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Nov’21

7
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Overview of Tianhe-2A
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Replacing the KNC in Tianhe-2A:
the Matrix-2000 accelerator
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Next: Tianhe-3
with Fujitsu A64FX ARM-SVE + Matrix-3000 accelerators
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https://www.hpcwire.com/2021/11/24/three-chinese-exascale-systems-detailed-at-sc21-two-operational-and-one-delayed/

Phytium-2000+ 

2000+
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NVidia Selene:
280 DGX A100 nodes

5
Nov’21

DGX A100 node

6
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NVidia DGX A100 node
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Suggestion of homework
for discussion in next session

1. Go to the TOP500 website and analyse & comment:
i. The country distribution over the past 25 years, in #systems 

and aggregate performance in the TOP500 list 
ii. The evolution of the key PU chip technologies and the 

accelerator families in the past 25 years
iii. The overall impact of each processor technology and 

accelerator family in the past 3 years

2. EuroHPC is funding 8 supercomputing centres selected in 
June 2019: 3 pre-exascale & 5 petascale (peak HPL performance)

i. Find & identify these 8 supercomputing centres
ii. Characterize the architecture of Deucalion in MACC
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Outline

1. TOP500
a) TOP10 lists from Nov’17 to Nov’21
b) Country distribution over the past 25 years
c) PU chip technology evolution in the past 25 years and since last year
d) Evolution of the accelerators since they were available
e) Analysis of some relevant systems and architectures

2. GREEN500
a) TOP10 lists from Nov’17 to Nov’21
b) Analysis of some relevant systems and architectures

3. HPCG500
a) HPCG vs. HPL: an overview
b) TOP10 lists from Nov’17 to Nov’20
c) Analysis of some relevant systems

4. HPL-AI
a) High-performance Linpack (HPL) and Artificial Intelligence (AI) workloads



AJProença, Parallel Computing, MEI, UMinho, 2021/22 33

The Green500 list

The list ranks computers in terms of 
energy efficiency, typically measured 
as LINPACK FLOPS per watt.
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Top Green500 systems
Nov’19

~Ghyoukou
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Top Green500 systems
Nov’20

~Selene

~Fugaku

#1 in Jun’20
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Top Green500 systems
Nov’21

#1 in Jun’20
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Additional comments:

• from #7 to #11, #13 to# 21, …
all based on EPYC/Xeon + A100

• #12: NA-IT1, follow-up of NA-1
with PEZY-SC3
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The MN-3 system
#1 in Jun’20 Green500 Nov’20

2x + 4x

Xeon 8260M 24c

MN-Core accelerator

MN-Core Board

MN-Core Server
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MN-3 (partial view)

inside
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MN-Core architecture

MN-Core Board 4 dies
each die

MAU: Matrix Arithmetic Unit
PE: Processing Element
MAB: Matrix Arithmetic Block
L1B: Level 1 Block w/ 16 MABs
L2B: Level 2 Block w/ 128 MABs
1 chip/die with 512 MABs
1 MN-Core package w/ 2048 MABs
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Gyoukou
ZettaScaler-2.2

20 immersion tanks
each tank 16 bricks
each brick 32 PEZY

each PEZY
~2K 8-way SMT cores

=>
each tank ~1M cores

10,000 PEZY-SC2 + 1,250 16-cores Xeon =
19.84 M PEZY cores + 20 K Xeon cores 

Nov’17

NA-1, #3 in Jun’20 is similar to
Gyoukou, but w/less cores
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Gyoukou
ZettaScaler-2.2
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PEZY-SC2: 2 048 cores
+ 8x MIPS cores (2017)

PEZY-SC3: 8 192 cores
(due 2019, arrived 2021…)

PEZY-SC4: 16 384 cores
(due in 2020, but…)

8-way SMT

PEZY-SC2 in ZettaScaler-2.2
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ZettaScaler-3.0 with PEZY-SC3: 
estimation in 2019

1 tank => 40 nodes x [1 AMD Epyc (64-core) + 4 PEZY-SC3 (8192-core)]
1 tank has 1312320 cores
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Outline

1. TOP500
a) TOP10 lists from Nov’17 to Nov’21
b) Country distribution over the past 25 years
c) PU chip technology evolution in the past 25 years and since last year
d) Evolution of the accelerators since they were available
e) Analysis of some relevant systems and architectures

2. GREEN500
a) TOP10 lists from Nov’17 to Nov’21
b) Analysis of some relevant systems and architectures

3. HPCG500
a) HPCG vs. HPL: an overview
b) TOP10 lists from Nov’17 to Nov’20
c) Analysis of some relevant systems

4. HPL-AI
a) High-performance Linpack (HPL) and Artificial Intelligence (AI) workloads
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HPCG benchmark

HPCG is a self-contained C++ program with MPI and OpenMP support that 
measures the performance of basic operations in a unified code:

• Sparse matrix-vector multiplication
• Vector updates
• Global dot products
• Local symmetric Gauss-Seidel smoother
• Sparse triangular solve (part of Gauss-Seidel smoother)
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TOP500: HPCG vs. HPL
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http://www.hpcg-benchmark.org/
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Top 10 HPCG systems
Nov’17
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Top 10 systems
Nov’18
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Top systems
Nov’19



AJProença, Parallel Computing, MEI, UMinho, 2021/22 49

Top systems
Nov’20

5.5x
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Outline

1. TOP500
a) TOP10 lists from Nov’17 to Nov’21
b) Country distribution over the past 25 years
c) PU chip technology evolution in the past 25 years and since last year
d) Evolution of the accelerators since they were available
e) Analysis of some relevant systems and architectures

2. GREEN500
a) TOP10 lists from Nov’17 to Nov’21
b) Analysis of some relevant systems and architectures

3. HPCG500
a) HPCG vs. HPL: an overview
b) TOP10 lists from Nov’17 to Nov’20
c) Analysis of some relevant systems

4. HPL-AI
a) High-performance Linpack (HPL) and Artificial Intelligence (AI) workloads
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HPL-AI Mixed-Precision Benchmark

ht
tp
s:
//i
cl
.b
itb
uc
ke
t.i
o/
hp
l-a
i/



AJProença, Parallel Computing, MEI, UMinho, 2021/22 52

HPL-AI List 
(Nov’21)
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TOP500 Overview

1. TOP500
a) TOP10 lists from Nov’17 to Nov’21
b) Country distribution over the past 25 years
c) PU chip technology evolution in the past 25 years and since last year
d) Evolution of the accelerators since they were available
e) Analysis of some relevant systems and architectures

2. GREEN500
a) TOP10 lists from Nov’17 to Nov’21
b) Analysis of some relevant systems

3. HPCG500
a) HPCG vs. HPL: an overview
b) TOP10 lists from Nov’17 to Nov’20
c) Analysis of some relevant systems

4. HPL-AI
a) High-performance Linpack (HPL) and Artificial Intelligence (AI) workloads


