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Key issues for  parallelism in a single-core

• Currently under discussion:
– pipelining: 

reviewed in the combine example

– superscalar: 
idem, but some more now

– data parallelism: 
vector computers & 
vector extensions to scalar processors

– multithreading:
alternative approaches
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Pipelining & superscalarity: a review

Topic addressed in 
the undergrad 

course
through the 

combine example

• The analysed pipelines were only in the P6 Execution Unit, 
assuming that the Instruction Control Unit issues at each 
clock cycle all the required instructions for parallel execution

• The image suggests (i) a 3-way superscalar engine and 
(ii) an execution engine with 6 functional units
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Intel Sunny Cove microarchitecture: 30 functional units
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Comments to the slides on performance evaluation (1)

• Assembly version for combine4
– data type: integer ; operation: multiplication

• Translating 1st iteration into RISC-like instructions

.L24: # Loop:
imull (%eax,%edx,4),%ecx # t *= data[i]
incl %edx # i++
cmpl %esi,%edx # i:length
jl .L24 # if < goto Loop

load (%eax,%edx.0,4) è t.1
imull t.1, %ecx.0  è %ecx.1
incl %edx.0 è %edx.1
cmpl %esi, %edx.1   è cc.1
jl -taken cc.1

3+miss penalty?
+4
+1 Expected duration:
+1 10+ clock cycles
+1 per vector element
Timings in clock cycles
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Comments to the slides on performance evaluation (2)

Features that lead to CPE=2:
• in the hardware

– pipelined execution units
with 1 clock-cycle/issue

– more temporary registers
– mem hierarchy with cache
– out-of-order execution
– at least 5-way superscalar
– more 1 arithm & 1 load units
– speculative jump

• at the code level
– loop unroll 2x
– 2-way parallelism
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Previous questions: max number of physical cores?

Intel
Xeon Phi package:
up to 72 cores
(discontinued in 2018)
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Previous questions: max number of physical cores?

Intel
Xeon Platinum 9282 package:
56 cores
2-socket node: 112 cores
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AMD

Epyc Rome & Milan: 64 cores

Previous questions: max number of physical cores?
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Previous questions: max number of physical cores?

ARM
Ampere Altra: 80 cores
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Previous questions: max number of physical cores?

ARM
Fujitsu A64FX Arm Chip: 
48+4 cores
(in #1 TOP500, June 2020)



AJProença, Parallel Computing, MiEI, UMinho, 2020/21 12

PEZY-SC2: 2048 cores
+ 8x MIPS cores (2017)

PEZY-SC3: 8192 cores
(due in 2019, but…)

PEZY-SC4: 16384 cores
(due in 2020, but…)

Japan
8-way SMT

Previous questions: max number of physical cores?
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Sunway SW 26010: 
256+4 cores
(in #1 TOP500, June 2016)

China

Previous questions: max number of physical cores?
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Cerebras Wafer Scale Engine (WSE):
the largest chip ever built) Worldwide

Previous questions: max number of physical cores?
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What is needed to increase the #cores in a chip?

Layout of one core
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What is needed to increase
the #cores in a chip?

Using the same microelectronics 
technology, remove parts from the core

Which parts?
• L3 cache
• AVX-512
• reduce L2 cache
• in-order exec
• less functional units
• …
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SMT in architectures designed by other companies

For each manufacturer identify the max hw support 
for SMT at each core (how many ways):
• Intel Xeon
• AMD Epyc
• Fujitsu Arm64FX
• IBM Power 9
• Sunway SW2610
• Apple A14
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Key issues for  parallelism in a single-core

• Currently under discussion:
– pipelining: 

reviewed in the combine example

– superscalar: 
idem, but some more now

– data parallelism: 
vector computers & 
vector extensions to scalar processors

– multithreading:
alternative approaches
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Some questions…

1. Is AVX-512 so much better than AVX2, why AMD does 
not plan to support AVX-512?

2. Each core in the Xeon Phi KNL (presented in next slides) 
has two AVX-512 units, but later chips designed by Intel 
did not follow the same path. Why?

3. Fujitsu used the ARM64 design to build the A64FX chip 
and took advantage of the SVE approach, which could 
operate on vectors up to 2048 bits; however, it opted to 
support only 512-bits long vectors. Why?

Suggestion for questions 2 & 3: 
• compute the required bandwidth to access RAM when all cores

perform a vector operation at each clock cycle and
• compare this value with the max bandwith of the embedded RAM.
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Intel evolution, from: 
• Larrabee (80-core GPU)      &   SCC

to MIC:
• Knights Ferry (pre-production, Stampede)
• Knights Corner

Xeon Phi co-processor up to 61 Pentium cores
• Knights Landing (& Knights Mill...) 

Xeon Phi full processor up to 36x dual-core Atom tiles

Intel MIC: Many Integrated Core

Single-chip 
Cloud 
Computer, 
24x 
dual-core tiles
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June

Launched in June 2016
Discontinued in July 2018
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Intel 18-core Skylake-X
(follows KNL)

Evolution of on-chip 
Intel interconnect
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Notes:
- 38 tiles, 76 cores
- max announced:

36 tiles
- max on sale: 

34 tiles
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Beyond vector extensions

• Vector/SIMD-extended architectures are hybrid approaches
– mix (super)scalar + vector op capabilities on a single device
– highly pipelined approach to reduce memory access penalty
– tightly-closed access to shared memory: lower latency

• Evolution of vector/SIMD-extended architectures
– computing accelerators optimized for number crunching (GPU)
– add support for matrix multiply + accumulate operations; why?

• most scientific, engineering, AI & finance applications use matrix 
computations, namely the dot product: multiply and accumulate the elements 
in a row of a matrix by the elements in a column from another matrix

• manufacturers typically call these extension Tensor Processing Unit (TPU)
– support for half-precision FP & 8-bit integer; why?

• machine learning using neural nets is becoming very popular; to compute 
the model parameter during training phase, intensive matrix products are 
used and with very low precision (is adequate!)
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Machine learning w/ neural nets & deep learning...

Key algorithms to train & classify use matrix dot products, 
but require lower precision numbers!
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Required hardware operations & data types
to train & classify neural nets

NEW!

IEEE 754

Google Brain Team
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NVidia Volta Architecture:
the new Tensor Cores
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For each SM:
8x 64 FMA ops/cycle

1k FLOPS/cycle!
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Tensor Cores in NVidia Ampere
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TF32: same range as FP32 and same precision as FP16
The FP multiplier scales with the square of the mantissa width (82/112≈0.5)
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Tensor Cores: Volta vs. Ampere

For each SM:
8x 64 FMA ops/cycle

1k FLOPS/cycle!
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NVidia competitors with neural net features:
Intel with Nervana & later Habana 

History
• Intel buys Nervana Engine (Aug 2016)

• Intel launches Nervana NNP (Neural Net Processor) (Oct 2017)

• Key features: matrix multiplication & convolution (for neural nets)

• Intel discontinues Nervana NNP (Jan 2020…)

• Intel buys the Israel chipmaker Habana Labs (Dec 2019)

–Habana training chip Gaudi, with support to FP32, INT32, BF16, 
INT16, INT8, UINT32, UINT16, UINT8

–Habana inference chip Goya, with support to FP32, INT32, 
INT16, INT8, UINT32, UINT16, UINT8
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Habana chips

4x8 GiB 
SRAM
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Google Tensor Processing Unit, TPU (May’16)
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Google Tensor Processing Unit, TPU (May’16)

Chip floor plan
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TPUs are intensively used
by Google, namely in 

Google Photos, 
RankBrain, StreetView

& Google Translate
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Google TPUv2 (May’17)

bfloat
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Google TPUv3 (May’18)

TPUv4 released Jun 2020 
but no data available yet…
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Tesla Full Self-Driving chip (FSD)
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The Neural Processing Unit in FSD


