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Abstract

Interactive navigation within virtual archaeologi-
cal models using global illumination algorithms is a major
challenge due to the huge computational requirements as-
sociated with these algorithms. We present a framework to
achieve this goal, based on image space subsampling, par-
allel rendering, exploitation of spatiotemporal coherence
and progressive refinement. Results, obtained with a proto-
type and a model of the roman town of Bracara Augusta,
suggest that this is a promising approach.

1. Introduction

The ability to navigate through a model of an archae-
ological site allows researchers to visualize virtual recon-
structions of long disappeared sites of interest. This abil-
ity becomes even more empowering for the researcher if
the navigation is generated with global physically based il-
lumination models and is interactive - in the sense that the
user can walk through the model without significantly per-
ceived delays. This paper presents a framework developed
to allow such interactive navigation on ancient town mod-
els, specifically the roman town of Bracara Augusta.

Global illumination algorithms are too demanding to al-
low interactive rendering on current PCs. Brute force ren-
dering of each frame is impractical and ingenious tech-
niques are required to allow smooth navigation while pre-
senting tolerable degradation of the image quality. We pro-
pose a technique based on parallel processing, asynchro-
nous rendering and exploitation of spatiotemporal coher-
ence, while progressive refinement is used to converge to
high quality images whenever there is computing power sur-
plus. The proposed framework is structured as a three-tier
architecture: a parallel physically based renderer, a Shading
Management Agent (SMA), which caches previously com-
puted shading values and a light-weight visualization client.
We present results related to parallel rendering and progres-
sive refinement, using Bracara Augusta model as the case
study.

2. System overview

To support interactive frame rates both spatial and tem-
poral coherence is exploited. This approach relies on im-
age space subsampling and object space caching of shading
values. The two basic functionalities of a navigation system
are decoupled: image visualization and rendering run asyn-
chronously and at their own pace. An additional process is
inserted between the renderer and the visualizer: a ”Shad-
ing Management Agent” (SMA) computes visibility and de-
cides whether shading samples are requested to the renderer
or retrieved from a local cache of previously evaluated shad-
ing information [1, 2]. Spatial coherence is exploited by re-
questing shading samples only at visible triangles’ vertices
and interpolating among samples when displaying the im-
age; interpolation is performed by the visualizer using its
graphics hardware. The SMA determines which triangles
are visible for a given view point and either requests ver-
tices’ shading values from the renderer or retrieves these
values from the local cache, if available. By supplying the
visualizer with only the visible portion of the geometry, the
traffic volume between the SMA and the visualizer is re-
duced and the workload imposed upon the visualizer hard-
ware is kept to a minimum, allowing this to be a light-
weight client, such as a mobile device. Since the visualizer
is supplied with the geometry, this is always accurately re-
produced, even if the view point changes. Temporal coher-
ence is exploited by caching previously computed shading
samples and reusing them whenever the geometry becomes
visible again. Caching occurs on object space to avoid re-
projection artifacts. The SMA is responsible for maintain-
ing this local cache. When the view point changes smoothly,
as in ordinary navigations, the set of visible triangles also
changes smoothly from frame to frame. Thus very fast feed-
back is given to the user by reusing triangles that are already
stored on the visualizer or sending triangles from the SMA
cache that are already shaded (because they have been used
on past frames). Only triangles that have never been shaded
must be requested to the renderer. The user can thus nav-
igate on lower quality images, visualizing only the subset
of shaded triangles, and converge to higher quality by stop-
ping at a given view point. The second time a portion of



the geometry becomes visible feedback will be much faster
since all shaded information is stored on the cache.

Image reconstruction from a sparse set of samples is in-
accurate where high spatial frequencies occur, such as at
shadows boundaries. The geometry is represented on the
SMA using a hierarchical subdivision mesh, which allows
original triangles to be arbitrarily subdivided. Whenever
there is available computing power, the SMA selects some
triangles for subdivision and requests shading values from
the renderer. These subdivisions and respective shading in-
formation are stored on the hierarchical mesh and sent to the
visualizer. The image will thus converge to a high quality
image, given enough computing time. As a triangle selec-
tion criterium for subdivision we use an object space tech-
nique that selects those triangles that have the largest lumi-
nance differences among their vertices and that project onto
a significant number of pixels for the current view point.

The renderer, the SMA and the visualizer can be mapped
onto different sets of machines. A point based renderer, such
as path tracing or ray tracing, must be used to accept re-
quests arbitrarily distributed across the image plane or the
object space - we use a parallel version of Radiance [3]. The
SMA is conceived as a “"Rendering Service Provider”: vi-
sualization clients can connect to it from remote locations.
The SMA and the rendering processes can run on a cluster
of workstations and be shared by multiple clients. The vi-
sualization client is a light-weight program with modest re-
quirements. It is conceivable that in the near future it can
run on mobile devices.

3. Results

The existing prototype allows interactive navigation and
performs progressive refinement. Using a dual-Xeon ma-
chine for the SMA and 4 AMD Athlon based systems for the
parallel rendering processes we obtained the timing shown
in table 1 to render the view point shown in figure 1(a).
These timings are for the original triangles’ vertices, i.e.,
no refinement. The obtained speedup is far from linear, be-
cause the SMA requests shading values in an episodic fash-
ion, rather than keeping the renderer constantly busy. Note
that the user can navigate through the scene without wait-
ing for all triangles to be rendered and profiting from cached
values.

1 proc. | 2 proc. | 3 proc. | 4 proc.
16806 | 13732 | 11327 | 10578

Table 1. Time (in msec) for 1 to 4 processes.

Figures 1(b) and 1(c) show another view of Bracara Au-
gusta with and without progressive refinement; the refer-

ence image obtained with exhaustive ray tracing with Ra-
diance is presented for comparison (figure 1(d)). The re-
finement algorithm is able to locate all visual discontinu-
ities (shadow boundaries) in 20 seconds (no parallel render-
ing) and generating only 7701 triangles - the original geom-
etry is shaded and displayed in 3,5 seconds (with 603 visi-
ble triangles) while rendering with Radiance takes 49,4 sec-
onds. Exploitation of parallel processing will almost cer-
tainly speedup this result.

(b) No refinement

(c) Refined image (d) Radiance image

4. Conclusion

A proposal for a framework enabling interactive walk-
throughs with high fidelity global illumination on archaeo-
logical models has been presented. This approach is based
on image space subsampling, asynchronous rendering, par-
allel processing and spatiotemporal coherence exploitation.
The results achieved with the currently available prototype
indicate that this a promising solution. Further work is re-
quired to improve parallel scalability and speedup, enhance
tone mapping, migrate the visualizer to mobile devices, in-
clude specular BRDFs and support moving objects. These
are our goals for the near future.
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